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Abstract

This paper studies the interplay between information and incentives in principal-

agent relationships with career concerns, that is when the agent wants to be perceived

as of high ability. I derive conditions for when more precise information about per-

formance or more uncertainty about the agent’s ability lead to stronger incentives

due to career concerns. A key condition for deriving these comparative statics is how

effort changes the informativeness of performance signals regarding ability. An indi-

rect, yet tractable representation of information structures enables a full pure strategy

equilibrium analysis without ad-hoc restrictions on the set of information structures.

Moreover, I show that more sophisticated information revelation technologies that are

implicitly ruled out in the literature overturn commonly held assertions regarding in-

formation design and career concerns.
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1 Introduction

The focus of this paper is a principal-agent relationship where there is uncertainty about

the agent’s ability, and the agent has a preference for being perceived as of high ability.

This motive is often called career concerns, and provides incentives beyond those derived

from any existing wage contract, as by exerting effort the agent can manipulate the belief

about his ability. The strength of this incentive is affected by two types of information,

namely observable performance measures, and prior uncertainty about the agent’s ability.

The overall aim is to provide a better understanding of the interplay between information

and incentives in such an environment.

The main contribution of this paper is a derivation of substantive conditions in which

more or less information about performance or ability leads to stronger incentives related

to career concerns. If there is a measure of performance such as realized output, when does

transparency maximize career-concerns incentives? When are incentives depressed when

more information about the agent’s ability becomes available? These questions are relevant

to the extent that career concerns are associated with situations where explicit incentives

are weak and effort is undersupplied. For each of these comparative statics, interpretable

assumptions are derived which make them true without ad-hoc restrictions on the set of

information structures or equilibria.

Consider a situation where an agent exerts effort once, after which a performance measure

such as output is realized. Output is informative about the agent’s ability, and observed by

a player called the market. The market pays the agent a wage equal to the perceived ability,

thereby generating career concerns. Effort is unobserved, so the market belief is based on

a conjecture about the agent’s behavior. The agent then can try to manipulate the market

belief, which he does by trading off the expected change in the perception of his ability

against the effort cost. In equilibrium, the agent finds it not worthwhile to influence the

market belief any further, and typically a positive effort is then sustained.

To introduce information design, suppose there is a principal who to some extent controls

the market’s information. First, consider the informativeness of performance measures.

Output is the most informative signal of performance, but the principal can commit to

garble it in an unrestricted way. The market no longer observes output, but whatever signal

is chosen by the principal. Second, to study the effect of uncertainty regarding the agent’s

ability, suppose that the principal cannot garble output. What she can do is to disclose

or withhold a signal of the agent’s ability, potentially observable by the market together

with output. Given the question of what type of information maximizes career-concerns

incentives, the principal is endowed with the objective of maximizing effort.
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It seems intuitively reasonable that more information about performance and uncertainty

about ability both increase career-concerns incentives. After all, if the market does not

observe any signal of performance or if it knows the agent’s ability, it is impossible for

the agent to manipulate its belief and career-concerns incentives disappear. Beyond these

extreme cases, the effect of information is less obvious when no ad-hoc restrictions on signals

are imposed. One might argue that garbling information about performance leads to less

variability in terms of the wage paid, and therefore weakens incentives to exert more effort.

This turns out to be true, but only in a relatively weak sense.

As far as information about performance is concerned, suppose that effort increases the

distribution of output (in some appropriate sense), and that output is a favorable signal of

ability. It turns out that these natural ordering conditions are not sufficient for effort to be

maximized by full revelation of output. Under the additional assumption that higher effort

increases the informativeness of output about ability, such a result can be derived. In fact, if

one can find two effort levels such that for the higher effort output is less informative, then

(conditional on the ordering assumptions) there exists a cost of effort function such that

career-concerns incentives are maximized by a noisy signal of performance.

As for the prior uncertainty about ability, I derive conditions under which career-concerns

incentives are reduced when the market observes a signal of ability (in addition to output).

Conditional on every output level, the signal needs to be indicative of high ability, and

higher effort leads to an adverse inference about the ability estimate. Also, it is still required

that effort increases the informativeness of output. While the ordering conditions appear

innocuous, I present a natural example where they can be violated and then indeed career-

concerns incentives are stronger with less uncertainty about ability.

In the main exposition, incentives are derived only from career concerns. The compar-

ative statics are shown to remain true if in addition the agent is motivated by an explicit

wage contract. On the other hand, relaxing risk neutrality with respect to the market belief

renders either result untrue, and several other extensions delineate their validity. Perhaps

surprisingly, once the agent randomizes over effort there exist more sophisticated, and some-

what non-obvious information revelation technologies that endogenously create asymmetric

information between the agent and the market. These overturn the result that under ap-

propriate conditions, full revelation of performance measures maximizes incentives due to

career concerns.

Given the strategic interaction between agent and market, standard techniques from the

literature on Bayesian Persuasion cannot be applied. The equilibrium nature of the model

together with an absence of ad-hoc restrictions on the set of information structures makes

a direct analysis in terms of signals intractable. To that end, an alternative representation
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of the payoff effect due to career concerns is developed. This provides an indirect means

of representing information structures that is more conducive to performing comparative

statics with respect to the amount of information available. The techniques developed here

might be applicable in other information design problems with multiple “receivers” when

the interaction among them satisfies similar assumptions on timing and observability.

The considerations at the core of this paper are relevant in the following examples. An

employee is subjected to a performance review, and one can ask what information this review

should incorporate. In a multi-agent environment, should the employee be evaluated based

on the performance of co-workers, given that they are subject to similar productivity shocks?

A promotion or tenure decision is based on the perception of the agent’s ability. Should the

decision maker commit ex-ante to use or disregard certain demographic information that is

correlated with ability? The findings made here provide a foundation for transparency in

organizations with respect to measures of performance, and opaqueness regarding certain

information about the agent’s ability, such as demographics. That said, the goal of this

paper is not to provide the details of an optimal information disclosure policy for these ex-

amples, but address more generally what type of information is conducive to career-concerns

incentives.

1.1 Literature

The directly related literature is discussed here, and an overview of applied theory work

featuring information design questions in the presence of career concerns can be found in

Section 6.

Career concerns. The idea of career concerns was introduced formally by Holmström

(1999).1 In a dynamic situation where a principal is not able to offer long term contracts

and output contingent wages, incentives can still be generated endogenously. Due to com-

petition for the agent, future wages depend on the belief about the agent’s ability, providing

incentives today. Holmström (1999) identifies a tractable way of modeling career concerns

through the normal-linear model, on which most applications of career concerns are based.

While the focus is on the dynamic effort profile for a given information structure, one can

perform comparative statics with respect to the noisiness of the performance signal and the

uncertainty about the agent’s ability and show that the former is detrimental, and the lat-

ter beneficial for incentives. Here I explore how general these results are, and show what

substantive assumptions are implicit in the normal-linear model that generate them.

Information design. Through examples, Dewatripont, Jewitt and Tirole (1999a) show

1The paper was circulated in 1982.
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that a more accurate performance measure might not raise career-concerns incentives. Like

me, they ask when full revelation maximizes incentives in a (quasi-) static model. They

show that output needs to be a favorable signal about ability, and its distribution must be

increased by effort. These conditions are derived through a partial equilibrium argument

wherein the adjustment of the market conjecture about effort is ignored, and they interpret

this as local comparative statics around an equilibrium. But I show by example that their

qualitative conclusion does not apply in a full equilibrium model, and derive conditions that

make it true. Also, the effect of uncertainty regarding the agent’s ability is examined here,

for which they provide no systematic analysis.

2 Model

There are three players: the principal (she), the agent (he), and a market (it).

Actions. The agent exerts effort e that affects the joint distribution of his ability θ, a

signal of ability sθ called “ability estimate”, and output q. This joint distribution is denoted

by F̂ (θ, sθ, q | e). Let Θ ⊂ R be the set of abilities, Sθ ⊂ R be a finite set of possible

realizations of the ability estimate, and Q = {q1, ..., qM} ⊂ R be a finite set of outputs with

q1 < ... < qM . The set of effort levels E is compact. The marginal distribution over output

given effort, denoted F (q | e), is continuous in e and has full support. The market pays a

wage w ∈ R to the agent.

The principal decides what information the market gets to observe in form of a signal s,

through an information structure H.

• In Section 3.2, she garbles output. Formally, the principal selects an information

structure H that specifies for each q a distribution over the signal s ∈ R, so H =

{H(s | q)}q∈Q.2 The ability estimate is irrelevant, in that no player observes it.

• In Section 3.3, she cannot garble output so the market observes q. What she can

decide is whether the market observes only output, or output and the ability estimate.

Formally, H specifies whether s = q or s = (q, sθ).

Information and timing. The timing is summarized as follows.

1. The principal publicly commits to an information structure H.

2The signal space is taken to be R for convenience, and in fact without loss of generality as any equilibrium
can be implemented through a direct recommendation mechanism where the principal recommends a wage
to the market, and the recommendation is incentive compatible. At any rate, the results are unaffected by
the choice of the signal space as long as it is rich enough to fully reveal output.
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2. The agent exerts effort e, unobserved by the principal and market.

3. Ability θ, ability estimate sθ, output q and signal s are realized, and signal s is disclosed

to the market.

4. The market pays wage w to the agent.

Since effort can potentially affect the distribution of ability through investment or depre-

ciation, ability is only realized after effort is exerted. This implies in particular that when

deciding on the level of effort, the agent has no private information about his ability, a typical

assumption in career concern models that is relaxed in Section 5.2.

Payoffs. The principal wants to maximize (the expectation of some increasing function

of) effort, but any stated result will be true if the objective is to maximize expected output.

The agent maximizes the expectation of uA(w, e) = w−c(e), where c(e) is nondecreasing and

continuous.3 The market pays the agent his expected ability, perhaps due to Bertrand com-

petition, so formally it maximizes the expectation of −(w−θ)2 conditional on its information

which comprises the signal and a conjecture about the agent’s behavior.

Equilibrium. The principal’s strategy specifies a randomization over an information

structure, and its realization is mapped by the agent’s strategy into a randomization over

effort. The market’s strategy specifies for each information structure and signal realization

a wage payment. An equilibrium is a Perfect Bayesian Equilibrium (PBE) that in addition

induces a PBE in each subgame following a choice of H. In line with the principal-agent

literature, attention will be restricted to the principal’s preferred equilibrium.

Since the information structure is publicly observed, it is without loss of optimality to look

at equilibria where the principal plays a pure strategy.4 In a mixed strategy equilibrium,

the agent draws effort from σ ∈ ∆(E) on-path. A pure strategy equilibrium is a mixed

strategy equilibrium where σ assigns probability one to some e on-path. Except in Section

4, attention is restricted to pure strategy equilibria.

In most of the analysis I consider the subgame following an arbitrary H, and loosely refer

to the PBE induced by the continuation strategies as “equilibrium”.

Interpretation of the model. Taken literally, the proposed model represents a two

period interaction where in each period, a principal offers a short term contract specifying

an upfront (and hence output independent) wage. Ability θ represents the surplus from

hiring the agent in the second period, and said surplus is divided through a linear sharing

3Assuming convexity of c(·) would be without loss of generality as one can redefine effort to be the
cost, which is a monotone transformation of effort. Any assumptions that are imposed on F̂ (θ, sθ, q | e) are
preserved under a monotone transformation of e, unless otherwise stated.

4This is even true if only the principal’s randomization is publicly observed.
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rule between the agent and second period principal (with Bertrand competition as a special

case). Since the first period principal cannot offer an output contingent contract, she wants

to maximize effort (as it maximizes expected output under an assumption made later). She

does so through a disclosure policy about information regarding the agent.

Comment on the production technology. The production side of the economy

is specified by F̂ (θ, sθ, q | e). A more concrete primitive would be a stochastic production

function, Γ(q | θ, sθ, e), and the distribution of ability and ability estimate, Φ(θ, sθ | e). One

can then derive F̂ (θ, sθ, q | e) from Γ(q | θ, sθ, e) and Φ(θ, sθ | e).

3 Analysis

Section 3.1 provides a short discussion of the normal-linear specification of career concerns,

deriving some commonly believed results about how information affects incentives. Sections

3.2 and 3.3 present the main results regarding the informativeness of performance measures

and prior uncertainty about ability, respectively.

3.1 The normal-linear example

In this example only, it is assumed that Q = R. Output is additive in ability and effort, so

q = θ + e.

When garbling output, the principal can only add normally distributed noise ε to the

realized output and select its variance. Simple information structures such as partitions of

q are not allowed. The market observes the signal

s = q + ε,

where ε ∼ N(0, σ2
ε ) and σ2

ε is controlled by the principal. Ability is normally distributed,

θ ∼ N(µθ, σ
2
θ), and independent of ε. Straightforward calculations show that if the market

expects effort e∗, the wage satisfies (the information structure is written as Hσ2
ε
)

w(s |Hσ2
ε
, e∗) = α(σ2

θ , σ
2
ε , e
∗) +

σ2
θ

σ2
θ + σ2

ε

· s,

where α(σ2
θ , σ

2
ε , e
∗) is independent of the actual effort exerted. Given that E[s | e] = µθ + e,
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e δ(e) f(qH | e) c(e)
eL 1 1/3 0
eM 2 1/2 1/6 + 2ε
eH 1 2/3 1/2 + ε

Table 1: Details for Example 3.1

when exerting e the agent receives an expected payoff

E[uA | e] = α(σ2
θ , σ

2
ε , e
∗) +

σ2
θ

σ2
θ + σ2

ε

· (µθ + e)− c(e).

Note that marginal incentives to exert effort,
σ2
θ

σ2
θ+σ2

ε
, do not depend on the market’s

conjecture e∗. With a differentiable strictly convex cost function, an interior equilibrium

effort is characterized by the first order condition

c′(e∗) =
σ2
θ

σ2
θ + σ2

ε

.

It is immediate that less noise about output (lower σ2
ε ) and more uncertainty about

ability (higher σ2
θ) lead to a higher equilibrium effort. As for disclosing the ability estimate,

suppose (θ, sθ) are jointly normal. Disclosing sθ to the market amounts to reducing σ2
θ , and

is therefore detrimental.

Beyond the normal-linear example, it is not clear under what conditions career-concerns

incentives are raised by fully revealing performance measures or increasing uncertainty about

the agent’s ability. A general analysis is not straightforward for two reasons:

1. The principal optimizes over the set of all information structures.

2. For a given garbling of output H, it is not transparent how w(s |H, ê) depends on the

market conjecture ê.

In the normal-linear example, one restricts attention to a parametric class of informa-

tion structures so that one can derive a closed form solution for the wage schedule, which

eliminates either problem.

3.2 Information about performance

In the following example, output is a favorable signal of ability and effort increases output,

yet a noisy disclosure of output maximizes equilibrium effort.
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Example 3.1 Let E = {eL, eM , eH} and Q = {qL, qH}. Since output is binary, all that mat-

ters for incentives given the market’s conjecture ê under full revelation is δ(ê) := E(θ | qH , ê)−
E(θ | qL, ê), since up to a constant the agent then maximizes f(qH | e)δ(ê)− c(e). The prim-

itives are specified in Table 1, where ε is a positive number sufficiently close to zero. Under

full revelation, the unique equilibrium is eL. If the market conjecture is eM , the agent wants

to deviate to eH , and if eH is conjectured the agent wants to deviate to eL.

Yet eM can be sustained by a noisy information structure H that maps qL into signal sL,

and qH into a uniform randomization over sL and sH . Given that δ(eM) = 2, one can verify

that Es[w(s |H, eM) | qH ]− Es[w(s |H, eM) | qL] = 3/2. This sufficiently decreases incentives

to deviate to eH , yet eM remains preferable to eL thus implementing eM .

In Example 3.1, better information leads to stronger incentives given the market’s con-

jecture. So in a partial equilibrium sense, full revelation maximizes incentives. Proposition

3.2 below provides conditions for when this is true in equilibrium. First, say that F (q | e) is

ordered according to the monotone likelihood ratio property (MLRP) if for any e1, e2 with

e2 > e1, f(q | e2)/f(q | e1) is nondecreasing in q.

Proposition 3.2 Assume that

• F (q | e) is ordered according to the MLRP,

• E(θ | q, e) is nondecreasing in q,

• E(θ | q, e) is supermodular in (q, e).

A best pure strategy equilibrium exists, and is achieved by fully revealing output.

The first two assumptions are natural ordering conditions. The relevant concept of effort

increasing the distribution of output is the MLRP, and output is a favorable signal of ability

as E(θ | q, e) is nondecreasing in q. It will follow from the sketch of the proof below that

supermodularity of E(θ | q, e) in (q, e) is a sufficient condition for effort to increase the

informativeness of output about ability. In fact, it can be weakened to the exact condition

that effort increases informativeness, but for expositional reasons the discussion is in terms

of supermodularity.

Whether effort makes output a more informative signal of ability will depend on the

application, as the following example illustrates. Suppose effort and output are binary, so

the agent can either work or shirk, and succeed or fail. First consider a task that is difficult

in that the agent always fails if he shirks, but succeeds with a positive probability that is

increasing in ability when working. Under shirking the outcome is completely uninformative
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about ability, but not so when the agent works. The opposite is true for a mundane task

where the agent always succeeds when working, yet there is some chance of failure when

shirking that is decreasing in the agent’s ability. For such a task, informativeness of the

outcome is decreasing in effort and E(θ | q, e) is (strictly) submodular. Indeed, the “intuitive”

result that full revelation of output maximizes effort then fails in that a noisy signal of output

maximizes effort for some cost of effort function.

Necessity of the conditions. Given the somewhat abstract environment, it is natural

to ask to what extent the conditions in Proposition 3.2 are necessary. Attention is restricted

to primitives F̂ (θ, sθ, q | e) that satisfy the first two assumptions, and these are called ordered

statistical environments. So the question is, to what extent is it necessary that effort increases

the informativeness of output. Fixing the statistical environment F̂ (θ, sθ, q | e), the only

remaining primitive is c(·).

Proposition 3.3 Take any ordered statistical environment. If there exist e1, e2 with e2 > e1

such that E(θ | q, e) is strictly submodular5 on Q × {e1, e2}, and F (· | e1) 6= F (· | e2), then

there exists a cost function such that the best pure strategy equilibrium is achieved through

an information structure that is not fully revealing.

Propositions 3.2 and 3.3 do not provide a tight characterization in that E(θ | q, e) can be

neither sub- nor supermodular. While the proof of either proposition uses weaker conditions,

there remains a gap which is related to the incompleteness of the Blackwell ordering of

informativeness.

The following discussion develops the techniques used to show Proposition 3.2, and pro-

vides a sketch of the proof. A fully revealing information structure is denoted by HFR.

A representation of information structures. The wage paid by the market depends

on the realized signal s, the information structure H, and market conjecture ê. Let t(q |H, ê)
denote the expected wage the agent receives given (H, ê) if output q is realized,

t(q |H, ê) = Es[w(s |H, ê) | q].

t(· |H, ê) will be referred to as the transfer schedule induced by (H, ê). After each output

realization the agent faces a lottery over wages, which can be identified with its mean under

risk neutrality.

If output is garbled, one would expect that roughly speaking the agent is made better off

when realized output indicates low ability, and the opposite when it indicates high ability.

5Strictly submodular means that ∀q2 > q1, E(θ | q2, e2)− E(θ | q1, e2) < E(θ | q2, e1)− E(θ | q1, e1).
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t(q HFR, e)

t(q Hgarbling, e)

q

t(q|H,e)

Figure 1: Effect of a garbling

E.g. if output is binary, any nontrivial garbling will sometimes lead to a signal that leaves

the market to some extent uncertain about whether output is high or low. Conditional on

the low output being realized, the garbling is preferable to full revelation for the agent.

This suggests that t(q |H, ê) lies above (below) t(q |HFR, ê) for low (high) values of q, as

illustrated Figure 1. In what follows, I define the sense in which t(· | ·, ê) becomes “flatter”

as one garbles information. The significance of this is that flatter transfer schedules depress

incentives, albeit in a relatively weak sense.

Implementability: a necessary condition. For the fully revealing information struc-

ture, the transfer schedule satisfies t(q |HFR, ê) = E(θ | q, ê), ∀q, given conjecture ê. For any

other information structure H, one can say that output q gets “subsidized” if t(q |HFR, ê) >

E(θ | q, ê), and “taxed” if the inequality is reversed. As discussed, it should be the case that

lower outputs tend to be subsidized, and the opposite for higher outputs. This is formalized

as follows.

Lemma 3.4 Fix any information structure H and conjecture ê. If E(θ | q, ê) is nondecreas-

ing in q, then
j∑
i=1

t(qi |H, ê)f(qi | ê) ≥
j∑
i=1

t(qi |HFR, ê)f(qi | ê)

∀j = 1, ...,M, with equality for j = M.

(1)

The result says that for any garbling, the “cumulative subsidy up to j”,
∑j

i=1[t(qi |H, ê)−
t(qi |HFR, ê)]f(qi | ê), has to be non-negative, and vanish for the highest possible output.

The “with equality for j = M” condition has to be satisfied since the expected wage has to
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tq HFR, σ

tq Hpartition, σ

qa q

t(q|H,σ)

(a) t(q |Hpartition, σ̂) and t(q |HFR, σ̂)

qa
q

(b) Cumulative subsidy

Figure 2: Illustration of the cumulative subsidy condition

coincide with the expected ability. From now on, Equation (1) will be called the “cumulative

subsidy condition”.

Figure 2 illustrates the result of Lemma 3.4. Information structure Hpartition corre-

sponds to an “interval” partition, where each element of the partition is an adjacent set of

scores. In this special case, the cumulative subsidy is zero at each of the break points such

as qa. The market never confounds outputs weakly below qa with those above it, so it pays

a “fair” wage conditional on q being weakly below qa.

Moving beyond partitions, consider first the case of binary output. After any signal

realization, the market is to some extent uncertain as to which output generated it, and pays

an intermediate wage. This subsidizes (taxes) the low (high) output, and when weighted by

the relative frequency of the two outputs, the subsidy and tax are of the same magnitude.

The same reasoning applies if output is not binary, yet every signal is generated by at most

two outputs. For a more general information structure where every signal can be generated

by an arbitrary subset of outputs, consider any signal s′. It turns out that one can replace

signal s′ with a finite number of new signals, where each new signal is generated by two

outputs only, and leads to exactly the same wage as signal s′.6 The bottom line is that

after the translation to such an information structure that has the same joint distribution

over wages and outputs, each signal generates a subsidy and tax in a way that satisfies the

cumulative subsidy condition.

Implementability: a sufficient condition. The next step is to ask which transfer

schedules can be implemented by some information structure. Satisfying the cumulative

6Given the posterior distribution over output conditional on s′, start out by pooling the highest and
lowest output into signal s1 in such a way that s1 leads to w(s′). This can be done until the mass of one of
the two outputs is exhausted, say the highest output. Now start pooling the second highest output with the
lowest one into signal s2, again generating w(s′). This procedure can be continued until one exhausts the
probability mass of all outputs, indeed it terminates after at most M steps.
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subsidy condition of Lemma 3.4 turns out not to be sufficient.

Lemma 3.5 Fix a conjecture ê and assume that E(θ | q, ê) is nondecreasing in q. Suppose

that for some nondecreasing function g : Q→ R,

j∑
i=1

g(qi)f(qi | ê) ≥
j∑
i=1

t(qi |HFR, ê)f(qi | ê)

∀j = 1, ...,M, with equality for j = M.

Then there exists an information structure H with t(· |H, ê) = g(·).

The added condition in Lemma 3.5 is that the transfer schedule is nondecreasing, under

which one can construct an information structure that implements it. It is fairly immediate

that a strictly decreasing transfer schedule is not implementable, since given that output is a

favorable signal of ability, it would imply that the market is systematically fooled in that it

pays a lower wage for outputs which indicate high ability. But the following example shows

that a locally decreasing transfer schedule might be implementable. Take Q = {q1, q2, q3},
and an information structure H̃ that reveals q2 and pools {q1, q3} into the same signal.

For a given conjecture ê, one typically has E(θ | q2, ê) 6= E(θ | q ∈ {q1, q3}, ê), which leads

to a nonmonotone transfer schedule as either t(q2 | H̃, ê) > t(q1 | H̃, ê) = t(q3 | H̃, ê) or

t(q2 | H̃, ê) < t(q1 | H̃, ê) = t(q3 | H̃, ê). Be that as it may, such transfer schedules are not

optimal for the principal since they discourage effort by (sometimes) penalizing high output.

Information and incentives: partial equilibrium. The cumulative subsidy con-

dition of Lemma 3.4 defines a sense in which garbling output makes a transfer schedule

“flatter”. The effect on incentives is the content of the following lemma.

Lemma 3.6 Assume that E(θ | q, e) is nondecreasing in q and F (q | e) is ordered according

to the MLRP. Fix ê and H. Then ∀e ≤ ê,

Eq[uA(t(q |HFR, ê), ê) | ê] − Eq[uA(t(q |HFR, ê), e) | e] ≥

Eq[uA(t(q |H, ê), ê) | ê] − Eq[uA(t(q |H, ê), e) | e].

Lemma 3.6 states that for a given market conjecture ê, moving from an arbitrary garbling

to full revelation makes ê more attractive compared to any lower effort. Better information

about output and effort are complementary, albeit in a weak sense. It is for example not true

that for two arbitrary effort levels eH > eL, the higher effort eH becomes more attractive

when moving to full revelation, unless eH = ê.
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Nevertheless, Lemma 3.6 can be seen as a partial equilibrium version of the result that

under appropriate ordering conditions, noisy disclosure of output reduces effort due to career-

concerns incentives. For if some e∗ is an equilibrium effort under a garbling H, then Lemma

3.6 implies that the agent wants to deviate (weakly) upwards if output gets fully revealed,

yet the market’s conjecture remains at e∗. Below, it will be shown how this can be developed

into a full equilibrium argument under the supermodularity assumption on E(θ | q, e).
That F (q | e) has to satisfy the MLRP in Lemma 3.6 is due to the absence of restrictions

on how output can be garbled. If one were to restrict attention to information structures H

such that the transfer schedule corresponding to full revelation is everywhere steeper, then

the concept of first order stochastic dominance (FOSD) would be sufficient to deliver the

same conclusion.7 Yet this would rule out even simple information structures like partitions.

Proof of Proposition 3.2: a sketch. The idea behind Proposition 3.2 will be explained

in a series of steps, which are illustrated in Figure 3. The result is shown by contradiction,

starting with an arbitrary information structure H1 and equilibrium effort e1. It will be

shown that either e1 can be also implemented by full revelation, or there exists an alternative

(possibly noisy) information structure that implements an effort e2 > e1. Therefore, the best

effort across all pure strategy equilibria (which can be shown to exist) must be achieved by

full revelation. The sketch is as follows:

(a) Start with the equilibrium that involves a garbled information structure H1 and effort

level e1. This leads to transfer schedule t(· |H1, e1).

(b) Suppose that the principal moves to full revelation of output, but the market still con-

jectures that the agent exerts e1, so that the transfer schedule changes to t(· |HFR, e1).

By Lemma 3.6, the agent wants to deviate weakly upwards to some effort level e2 ≥ e1.

If e2 = e1, this implies that HFR also implements e1. Going forward, the case e2 > e1 is

considered.

(c) The goal is to show that e2 can be implemented by some information structure. Ob-

serve that HFR provides incentives that are too strong, since under supermodularity

t(q |HFR, e2) = E(θ | q, e2) is steeper than t(· |HFR, e1) = E(θ | q, e1), and hence might

induce even more effort.

(d) But by Lemma 3.5 there exists some information structure H2 that induces a transfer

7t(· |HFR, ê) is everywhere steeper than t(· |H, ê) if ∀q2 > q1, t(q2 |HFR, ê)−t(q1 |HFR, ê) ≥ t(q2 |H, ê)−
t(q1 |H, ê). See Lemma A.5 for the argument. In the normal-linear example, all transfer schedules are linear
and hence can be ordered by steepness, but in any case the normal distribution satisfies the MLRP. Another
example is when output is binary (and the set of information structures is unrestricted), yet in this case
FOSD implies the MLRP.
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t(q H1, e1)

q

t(q|H,e)

(a) t(· |H1, e1)

t(q H1, e1)

t(q HFR, e1)

q

t(q|H,e)

(b) t(· |H1, e1)→ t(· |HFR, e1)

t(q HFR, e1)

t(q HFR, e2)

q

t(q|H,e)

(c) t(· |HFR, e1)→ t(· |HFR, e2)

t(q HFR, e2)

t(q H2, e2)

q

t(q|H,e)

(d) t(· |HFR, e2)→ t(· |H2, e2)

Figure 3: Illustration of the proof of Proposition 3.2

schedule that coincides with t(· |HFR, e1) up to a constant. Since the constant does not

affect incentives, e2 is a best response to t(· |H2, e2).

Supermodularity of E(θ | q, e) is used in steps (c) and (d). What one really needs is

that when the market conjectures e2, then t(· |HFR, e1) can be induced by some information

structure H2 up to an appropriately defined constant. The proof of Proposition 3.2 formalizes

this by Assumption A.3, and its meaning is that effort increases the informativeness of output

about ability in the Blackwell sense. It is implied by supermodularity which is used for

expositional reasons.8

On the cardinality of Q. Proposition 3.2 holds for any measurable Q ⊂ R, as shown

in Proposition A.8 in Appendix A.1 under a mild regularity condition.9 In particular, one

can verify that the normal-linear example satisfies the assumptions of Proposition 3.2. The

8Strictly speaking, the interpretation regarding informativeness is only accurate when effort does not affect
the marginal distribution of ability. Otherwise, there is a second effect in that the underlying uncertainty
about ability changes. Given that the goal of this section is to perform comparative statics with respect
to uncertainty about performance, the assumption will be referred to as effort increasing informativeness of
output even though Proposition 3.2 applies also to situations where effort affects ability.

9There is a slight gap in that it is only shown under supermodularity of E(θ | q, e), but not under the
weaker Assumption A.3.
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MLRP holds since F (q | e) = N(µθ + e, σ2
θ), and E(θ | q, e) = q − e which is increasing in q

and (trivially) supermodular.

Corollary 3.7 In the normal-linear example, full revelation leads to the highest effort among

all pure strategy equilibria.

3.3 Information about ability

To study the effect of uncertainty about ability on incentives, it is assumed that output is not

garbled but the principal can decide whether to disclose ability estimate sθ to the market.

To fix ideas, suppose that sθ is exogenous in that its marginal distribution, G(sθ | e), does

not depend on effort. This is a natural condition if the marginal distribution of ability is

independent of effort, and sθ is a garbling of θ. Yet it can be also satisfied if effort enhances

or depreciates ability.10 In line with the previous analysis, the agent does not observe sθ

when taking effort. Section 5.2 explores the opposite case.

Intuitively one would expect that there is less of an incentive to try to fool the market,

as its inference will partially rely on the exogenous signal sθ. The following example shows

that this is not true in general.

Example 3.8 Let Θ = {0, 1}, E = {eL, eH}, and Q = {qL, qH}. The task is one of two

“types”, τ0 and τ1, and the agent does not know the task type. The probability of high ability

θ = 1 is 2/3, as is the probability of facing task τ1. Ability and task type are independently

distributed, and unaffected by effort. Effort eL leads to qL, for any θ and τ .11 When eH

is exerted, then qH is generated if (θ, τ) ∈ {(0, τ0), (1, τ1)}, that is when ability and task

“match”, while the remaining combinations of (θ, τ) lead to qL.

Suppose that the market conjectures ê = eH . When exerting eH , the agent receives an

expected wage of Pr(θ = 1) = 2/3. If he deviates to eL, output qL is realized and he receives

Pr(θ = 1 | q = qL, ê = eH) =
Pr(θ = 1) · Pr(τ = τ0)

Pr(θ = 1) · Pr(τ = τ0) + Pr(θ = 0) · Pr(τ = τ1)
=

1

2
.

If c(eH)− c(eL) > 2
3
− 1

2
= 1

6
, then eH is not an equilibrium.

Now suppose that the actual task gets revealed to the market through signal sθ ∈ {τ0, τ1},
together with output (the agent still does not know which type of task he is facing). Given

conjecture ê = eH , the agent still receives an expected wage of Pr(θ = 1) = 2/3 when exerting

10For example, consider the case where ability is a deterministic function φ of some random variable γ
and effort so that θ = φ(γ, e), and the marginal distribution of γ is exogenous. If sθ is a garbling of γ this
fits the setup as well.

11The violation of the full support assumption on F (q | e) is not critical for the conclusion.
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eH . If the market observes qL and sθ = τ0 (sθ = τ1), given its conjecture of ê = eH it believes

the agent is of ability θ = 1 (θ = 0). So the agent receives an expected wage of Pr(τ = τ0) = 1
3

when deviating to eL. If c(eH)− c(eL) ≤ 2
3
− 1

3
= 1

3
, effort eH is indeed an equilibrium.

In summary, if 1
6
< c(eH) − c(eL) ≤ 1

3
, strictly higher effort is generated if the market

observes the task.

Proposition 3.9 below spells out conditions when disclosing the ability estimate hurts

incentives. An important component will be the distribution of sθ conditional on (q, e),

denoted as H(sθ | q, e). Even when the marginal distribution of sθ does not depend on e, this

is in general not the case once one also conditions on q. This is since both effort and ability

estimate affect the distribution of output.

Proposition 3.9 Assume that

• F (q | e) is increasing in e according to FOSD,

• E(θ | q, e) is supermodular in (q, e),

• E(θ | q, sθ, e) is nondecreasing in sθ,

• H(sθ | q, e) is decreasing in e according to FOSD.

Equilibrium effort is higher if the ability estimate sθ is not disclosed to the market.

The first two assumptions are already familiar from Proposition 3.2, except that the

MLRP can be weakened to FOSD as output is not garbled. That E(θ | q, sθ, e) is nonde-

creasing in sθ is an ordering condition on the ability estimate. The remaining condition

says that conditional on output, higher effort causes a negative inference about sθ. To inter-

pret this, suppose sθ is exogenous (the result does not rely on this). Roughly speaking the

assumption then means that output is increasing in effort and ability estimate.

In Example 3.8, the ordering condition that E(θ | q, sθ, e) is nondecreasing in sθ is violated.

Given a market conjecture of eH , sθ = τ1 is a favorable signal of ability if qH is realized, but

bad news conditional on qL.

Notice that under the conditions of Proposition 3.2 it is optimal to fully reveal output if

sθ is not disclosed, and Proposition 5.7 below derives conditions when this is also optimal

if sθ is disclosed. Under the assumptions of Propositions 3.2, 3.9, and 5.7, the principal

benefits from the absence of sθ, even if she can garble q. Yet this is not true if the principal

can garble (q, sθ) directly, as will be discussed in detail at the end of Section 5.3.1.
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4 Random effort

In this section only, the agent is allowed to randomize over effort. Section 4.1 studies mixed

strategy equilibria, while Section 4.2 allows for a more general information revelation technol-

ogy that becomes available when the agent randomizes. Either section considers a principal

garbling output, so sθ is suppressed.

4.1 Mixed strategy equilibrium

Notice that for a given information structure, a pure strategy equilibrium might not exist.

Such garblings were implicitly ruled out above. The following can be said once the agent is

allowed to randomize.

Proposition 4.1 Assume that

• F (q | e) is ordered according to the MLRP,

• E(θ | q, σ) is nondecreasing in q ∀σ ∈ ∆(E),

• E(θ | q, e) is supermodular in (q, e),

• E(θ | q, e) is nonincreasing in e.

Then:

1. If eP is the best pure strategy equilibrium, then for any mixed equilibrium σ under full

revelation,

eP ≥ sup(support(σ)).

2. If either E or Q is binary, the best mixed equilibrium is pure and is induced by full

revelation.

One complication is that on the set of mixed strategies, the MLRP cannot be satisfied in

general.12 Lemma 3.6 still applies in that starting from an arbitrary garbling H and market

conjecture σ, any e that dominates (is dominated by) σ according to the MLRP becomes

more (less) attractive than σ after moving to full revelation. But since some effort levels are

not comparable to σ, one cannot conclude that the agent deviates upwards.

Consider a non-degenerate mixed strategy equilibrium under full revelation. Given the

MLRP of F (q | e), high output is indicative of high effort, and whether this effect leads to

12More precisely, if F (q | e) satisfies the MLRP given the natural order on E, then unless E is binary there
is in general no complete order on ∆(E) such that the MLRP is satisfied with respect to that order.
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t(q HFR, eL)

t(q HFR, eH)

t(q HFR, σ)

q

t(q|.,.)

Figure 4: Effect of mixing on the transfer schedule: t(q |HFR, σ) lies in between t(q |HFR, eL)
and t(q |HFR, eH), and under MLRP a higher q is more indicative of high effort.

a favorable inference about ability or not depends on how E(θ | q, e) varies with e. This is

illustrated in Figure 4, where σ is a randomization over (eL, eH). E(θ | q, e) is decreasing in

e so that there is a “bad news” effect of high output about ability, in that for higher output

it is more likely that the agent exerted eH which leads to an adverse inference about θ. This

dampens incentives, as formalized in the following lemma.

Lemma 4.2 Fix a mixed strategy σ. Let ē = sup (support(σ)). Assume that E(θ | q, e) is

supermodular in (q, e) and nonincreasing in e, and that F (q | e) is ordered according to the

MLRP. Then for any q2 > q1,

E(θ | q2, ē)− E(θ | q1, ē) ≥ E(θ | q2, σ)− E(θ | q1, σ).

Under full revelation, the transfer schedule becomes steeper when the market conjecture

changes from mixed strategy σ to the highest effort in the support of σ, called ē. This is due

to supermodularity and the bad news effect of high output when E(θ | q, e) is nonincreasing

in e. The significance of Lemma 4.2 is that if σ is an equilibrium, then ē has to be a best

response (by continuity). But adjusting the conjecture to ē, incentives become stronger. The

best pure strategy equilibrium has to be at least ē by the arguments leading to Proposition

3.2, explaining part 1 of Proposition 4.1.

When E is binary, full revelation leads to stronger incentives since F (q | e) satisfies the

MLRP on ∆(E). That random effort cannot be optimal is due to the bad news effect of

higher output (as E(θ | q, e) is nonincreasing in e). This is also true when Q is binary, where

incentives for effort are summarized by δ(H, σ) := t(q2 |H, σ)−t(q1 |H, σ). More information
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then leads to unambiguously stronger incentives by increasing δ(·, ·).
To my knowledge, only Dewatripont, Jewitt and Tirole (1999b) considered mixed strate-

gies in the presence of career concerns, but the context is different. Effort is multidimensional,

and the agent randomizes over the task he exerts effort on. The overall amount of effort is

constant, and the randomization across tasks makes output a less accurate signal of ability.

Here, the agent randomizes over the overall amount of effort, and the effect of this on the

market’s inference is different.

4.2 Mediated information structures

This section allows for a generalized communication protocol between the principal and

agent. Instead of just garbling output, the principal also commits to make a secret effort

recommendation to the agent. The market only observes the realized signal, but not the effort

recommendation. This endogenously creates asymmetric information between the agent and

market, and is potentially beneficial for the principal.

Formally, an information structure consists of (M, αM, H), whereM is a message space,

αM ∈ ∆(M) is a distribution over the message space and H specifies for each combination

of q ∈ Q and m ∈M a signal distribution H(· |m, q) ∈ ∆(R). The timing is now as follows.

1. The principal publicly commits to an information structure (M, αM, H).

2. The principal draws a realization from αM and privately communicates it to the agent.

3. The agent exerts effort e, unobserved by the principal and market.

4. Ability θ, output q and signal s are realized, and signal s is disclosed to the market.

5. The market pays wage w to the agent.

Any information structure in this communication protocol will be called a mediated, while

the standard mechanisms up to now are called conventional. Since the principal can commit

to communicate the realization of αM truthfully, it is without loss of generality to look at

equilibria where the agent is obedient. That is, M = E and αM = σ, where σ is the

equilibrium distribution over effort.

Clearly, a mediated mechanism can improve upon a conventional one only when the

agent plays a randomized strategy. Compared to a mixed strategy equilibrium induced by

a conventional mechanism, one difference is that the agent need not be indifferent between

all effort levels in the support of his strategy after each message he receives, but possibly

strictly prefers the recommended effort.
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(a) Wages under full revelation
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(b) Mediated information structure

(qH, eH)

(qL, eH)

(qL, eL)

(qH, eL)

pool

reveal

reveal

q

w

(c) Wages under mediated information structure

Figure 5: Illustration of a mediated information structure
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e E(θ | qL, e) E(θ | qH , e) f(qH | e) c(e)
eL 4 5 1/3 0
eH 0 2 2/3 1

Table 2: Details for Example 4.3

signal s outcomes inducing s wage w(s)
s1 (qL, eH) 0
s2 {(qL, eL), (qH , eH)} 3
s3 (qH , eL) 5

Table 3: Mediated equilibrium in Example 4.3: σ(eL) = σ(eH) = 1/2

A mediated information structure allows the principal to correlate the effort and signal,

conditional on q. The following example illustrates how the principal can benefit from this.

Example 4.3 Let E = {eL, eH} and Q = {qL, qH}, the primitives are specified in Table

2. Incentives are driven by the difference in expected wage across outcomes qL and qH .

In order to sustain eH , this difference needs to be at least 3. Under full revelation, eL is

the unique equilibrium as conditional on eH , the wage difference is 2 − 0 = 2. Since the

conditions of Proposition 4.1 apply, this is the best outcome that can be achieved through

conventional mechanisms even when considering mixed equilibria. Table 3 summarizes a

mediated equilibrium where the agent randomizes with equal probability between eL and eH .

Using (q, e) to denote a combination of an output realization and an effort recommendation,

then (qL, eH) and (qH , eL) get revealed (leading to wages of 0 and 5, respectively), while

{(qL, eL), (qH , eH)} get pooled into the same signal (leading to a wage of 3). The point is that

after recommendation eL, the agent’s difference in wages across qL and qH equals 5− 3 = 2,

while after recommendation eH , the wage difference equals 3− 0 = 3, making the respective

recommendations incentive compatible.

Figure 5 illustrates the mechanics of the example. In equilibrium, the agent randomizes

between eL and eH , and panel (a) plots the wages the agent would get under full revela-

tion and either effort conjecture. Panel (b) describes how the mediated information struc-

ture reveals different output realizations and effort recommendations. Since E(θ | qL, eL) >

E(θ | qH , eH), pooling {(qL, eL), (qH , eH)} rewards qH after recommendation eH , and punishes

qL after recommendation eL, compared to full revelation. By increasing the difference in the

wage across the two outputs, incentives are raised after either recommendation as illustrated

in panel (c). The example specifies a cost function that makes the effort recommendations

incentive compatible, yet can only sustain eL with conventional mechanisms.
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When a mediated mechanism improves upon the best conventional one, it will do so

by not fully revealing output. Ruling out the optimality of mediated mechanisms appears

elusive, but should not be confused with the difficulty of establishing a full revelation result

in the class of mixed strategy equilibria (with conventional mechanisms).13 There, one can

show that garbling output “flattens” the transfer schedule in the sense of the cumulative

subsidy condition. But since there is no complete ordering on ∆(E) satisfying the MLRP,

the agent does not necessarily want to deviate upwards when output gets fully revealed.

In contrast, a mediated mechanism can violate the cumulative subsidy condition, as

happens in Example 4.3. This is true both in terms of the overall strategy σ, but also

conditional on every effort recommendation. Mediated information structures make this

possible because they allow to correlate the signal with effort, conditional on q. This is

discussed in more detail in Section 6.

5 Extensions

Several extensions are considered in this section, such as the presence of explicit wage con-

tracts (Section 5.1), the agent having information about his ability (Section 5.2), and various

other extensions (Section 5.3).

5.1 Wage contracts

So far, incentives were only derived from career concerns. Suppose now that there is also

an explicit wage contract ŵ, offered by the principal. The agent maximizes the expectation

of ûA(ŵ, w, e) = ŵ + w − c(e). The question is to what extent the full revelation result of

Proposition 3.2 still applies.

For now, a wage contract ŵ : Q → R is taken as given. Garbling output raises a

conceptual issue as to what wage the agent receives. One possibility is that the principal can

achieve a separation between payments and performance evaluation. This requires that the

market does not observe the wage payment ŵ(q), and the principal still observes the actual

output realization even though it is garbled. In this case, the wage contract is said to be

unaffected by the disclosure policy.

Alternatively, the information about the actual output realization might get lost and

the wage payment has to be based on the signal realization. It is then assumed that the

agent receives the wage he “deserves” given the available information, that is ŵ(s |H, e∗) =

13However, one can show that if E(θ | q, e) is independent of e (say because there is no residual uncertainty
about θ given q), then there is no benefit from mediated mechanisms.

23



E[ŵ(q) | s,H, e∗]. The wage contract is said to be affected by the disclosure policy since the

information structure has a direct effect on the distribution of payments received from it.

Proposition 5.1 Suppose that all assumptions of Proposition 3.2 are satisfied and that in

addition to career concerns, the agent is rewarded through a wage contract.

• If the wage contract is unaffected by the disclosure policy, effort is maximized by full

disclosure.

• If the wage contract is affected by the disclosure policy and ŵ(q) is nondecreasing, effort

is maximized by full disclosure.

If the explicit wage schedule is unaffected by the information structure, then the incen-

tives due to it are independent of the garbling. This is not true in the second case, and

a nondecreasing explicit wage schedule boosts incentives in addition to those from career

concerns. Noisy information about performance depresses both types of incentives.

Instead of taking the wage contract ŵ : Q → R as given, suppose the principal designs

ŵ and H to maximize profits subject to a limited liability constraint ŵ ≥ 0. Depending on

whether output information gets lost under a garbling, ŵ might map either realized output or

signal into a wage. For either case, Proposition 5.2 gives conditions when full revelation will

be part of the principal’s solution, under the following condition. Say there are decreasing

returns to signal jamming if given any ê, Eq[E(θ | q, ê) | e]− c(e) is concave in e for e ≥ ê.

Proposition 5.2 Assume that E = [e, e], f(qM |e) is concave, there are decreasing returns

to signal jamming, and all conditions of Proposition 3.2 are satisfied. If (H, ŵ) implements

effort ẽ, then under full revelation of output there exists an alternative wage contract ŵ′ that

implements ẽ′ ≥ ẽ and leads to a lower expected wage payment, that is E[ŵ′ |HFR, ẽ
′] ≤

E[ŵ |H, ẽ].

Career concerns deliver “free incentives” for the principal, and providing incentives

through a wage contract is costly at the margin. Fully revealing output and only rewarding

the highest output (which is optimal due to the MLRP) generates more effort (and hence

output) at a lower cost.

5.2 Informed agent

Up to now, the agent did not observe the ability estimate. This is appealing if sθ represents

a test whose outcome is not known when taking effort. On the other hand, some signals

of ability such as demographic information are known to the agent, but perhaps not to the
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Pr(θ = 1) Pr(qH | θ = 0, eH) Pr(qH | θ = 1, eH) ρ c(eH)− c(eL)
0.4 0.7 0.8 0.5 0.092

Table 4: Parameters for Example 5.3

market in that it can commit to ignore such information. This section studies the effect of

revealing sθ to the market if the agent exerts effort knowing its realization.14 The following

example shows that Proposition 3.9 can be overturned.

Example 5.3 Let Θ = {0, 1}, E = {eL, eH}, and Q = {qL, qH}. Ability is unaffected by

effort. If the agent exerts eL, qL is generated for sure.15 If eH is exerted, then qH is generated

according to Pr(qH | θ, eH) which is increasing in θ. The signal sθ takes two values {sL, sH},
and Pr(sL|θ = 0) = ρ, Pr(sH |θ = 0) = 1− ρ, and Pr(sH | θ = 1) = 1. Under the parameter

values in Table 4, the following statements can be verified.

Uninformed agent: The conditions of Proposition 3.9 are satisfied. When sθ is not

disclosed, eH can be sustained in equilibrium, but not when sθ is disclosed to the market.

Informed agent: When sθ is not disclosed, e(sL) = e(sH) = eL is the unique pure

strategy equilibrium. When sθ is disclosed to the market, there exists an equilibrium with

e(sL) = eL and e(sH) = eH .

Under the conditions of Proposition 3.9, sθ is a favorable signal of ability conditional on

(q, e). But as the agent’s strategy now depends on sθ, it is possible that conditional on q a

higher realization of sθ leads to an adverse inference about ability. The following definition

formalizes this.

Definition 5.4 In an equilibrium with effort strategy e∗(·), expected ability is nondecreasing

(nonincreasing) in the ability estimate if ∀q,

E(θ | q, sθ, e∗(sθ))

is nondecreasing (nonincreasing) in sθ.

Whether expected ability is nondecreasing or nonincreasing in equilibrium has a crucial

impact on whether disclosing the ability estimate to the market leads to more or less incen-

tives. Define E(θ | q, e(·)) as the expected ability if q is realized, sθ is not disclosed, and the

agent’s strategy is conjectured to be e(·). Similarly, H(sθ | q, e(·)) is the distribution of sθ

when the agent’s strategy is e(·) and q is realized.

14This requires a slight change in timing in that sθ has to be realized before e is exerted, so sθ needs to
be exogenous.

15The violation of the full support assumption on F (q | e) is not critical for the conclusion.

25



Proposition 5.5 Suppose that the agent observes ability estimate sθ. Assume that

O-1 E(θ | q, sθ, e) is supermodular in (q, e) and

H(sθ | q, e) is decreasing in e according to FOSD,

O-2 E(θ | q, e(·)) is supermodular in (q, e(·))16 and

H(sθ | q, e(·)) is decreasing in e(·) according to FOSD,17

M F (q | sθ, e) is increasing in e according to FOSD,

S E(θ | q, sθ, e) is nondecreasing in sθ,

When sθ is disclosed to the market and the equilibrium is such that expected ability is

nondecreasing in the ability estimate, then under assumptions O− 2,M,S there exists an

equilibrium with higher effort (pointwise) when sθ is not disclosed.

When sθ is not disclosed to the market and the equilibrium is such that expected ability

is nonincreasing in the ability estimate, then under assumptions O− 1,M,S there exists an

equilibrium with higher effort (pointwise) when sθ is disclosed.

Remember from Proposition 3.9 that when the agent does not observe the ability esti-

mate, disclosing it to the market is harmful if sθ is favorable information about ability, and

effort causes an adverse inference about sθ conditional on q. With an informed agent, these

ordering conditions are still satisfied when expected ability is nondecreasing in the ability

estimate. If on the other hand sθ becomes bad news through the agent’s strategy, yet effort

still causes an adverse inference about sθ conditional on q, it is better to not disclose it.

Assumptions O− 1 and O− 2 in Proposition 5.5 are notions in which effort makes

output more informative about ability, and according to which effort is bad news about

ability conditional on output. In Example 5.3, E(θ | q, sθ, e) is supermodular in (q, e), but

E(θ | q, e(·)) is not supermodular in (q, e(·)).

Example 5.3, continued When the agent is informed, then given market conjecture e(sL) =

eL, e(sH) = eH he wants to deviate to playing eH after either signal. But due to a failure

of supermodularity in the sense of Assumption O− 2, he wants to deviate downwards given

market conjecture e(sL) = e(sH) = eH .

In Example 5.6 below, expected ability is nonincreasing in the ability estimate once taking

the equilibrium strategy into account, and disclosure of sθ leads to more effort.

16E(θ | q, e(·)) is supermodular in (q, e(·)) if ∀q2 > q1, and ∀e2(·) ≥ e1(·), it is the case that E(θ | q2, e2(·))−
E(θ | q1, e2(·)) ≥ E(θ | q2, e1(·))− E(θ | q1, e1(·)).

17H(sθ | q, e(·)) is decreasing in e(·) according to FOSD if for ∀e2(·) ≥ e1(·), H(sθ | q, e1(·)) dominates
H(sθ | q, e2(·)) according to FOSD.
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Example 5.6 Let Θ = {0, 1}, E = {eL, eH}, and Q = {qL, qH}. Ability is uniformly

distributed and unaffected by effort. If the agent is of low ability θ = 0 or exerts eL, output

qL is generated for sure.18 If the agent is of high ability θ = 1 and eH is exerted, then

output qH is generated for sure. The ability estimate sθ takes two values {sL, sH}, and

Pr(sL | θ = 0) = Pr(sH | θ = 1) = ρ. For given c(eH) > c(eL), e(sL) = eL in any equilibrium

if ρ is sufficiently large. The question is whether e(sH) = eH can be sustained in equilibrium.

sθ not disclosed: Given market conjecture e(sL) = eL, e(sH) = eH , the market belief is

Pr(θ = 1 | qH , e(·)) = 1, P r(θ = 1 | qL, e(·)) = 1− ρ.

Type sH exerts eH if

1− c(eH) ≥ 1− ρ− c(eL).

sθ disclosed: When the market observes sH , it believes that eH was exerted. Its belief

is

Pr(θ = 1 | qH , sH , eH) = 1, P r(θ = 1 | qL, sH , eH) = 0.

Type sH exerts eH if

1− c(eH) ≥ −c(eL).

So if 1 ≥ c(eH) − c(eL) > ρ, the best pure strategy equilibrium effort is higher when sθ is

disclosed to the market.

If the agent’s strategy is e(sL) = eL, e(sH) = eH , then conditional on qL, signal sH

becomes bad news about ability. This explains why disclosure of sθ leads to more effort.

5.3 Other extensions

In this section I examine whether various results apply if the principal is forced to disclose

the ability estimate, output is observed with noise, the agent is not risk neutral with respect

to the market belief, and the full support assumption on output is violated.

5.3.1 Exogenous information

In Section 3.2, the principal can garble q, while sθ is not disclosed. When the market observes

sθ, the following result is analogous to Proposition 3.2.

Proposition 5.7 Assume that

18The violation of the full support assumption on F (q | e) is not critical for the conclusion.
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• F (q | sθ, e) is ordered according to the MLRP,

• E(θ | q, sθ, e) is nondecreasing in q,

• E(θ | q, sθ, e) is supermodular in (q, e).

When sθ is disclosed to the market, effort is maximized by full revelation of output.

In fact, full revelation is optimal even when the principal can make the garbling of q

dependent on the realization of sθ. Proposition 5.7 is not a corollary of Proposition 3.2, as in

order to apply it one would need to find a complete and transitive order on the set of possible

realizations of (q, sθ) that satisfies all ordering assumptions. There are circumstances where

this is not possible, yet Proposition 5.7 applies.

It is worth emphasizing that the principal cannot control the signal sθ. If she can commit

to garble (q, sθ) directly, it might be optimal to do so even though it is not optimal to garble

q when sθ has to be disclosed. As an example, suppose sθ = θ, so ability gets revealed. If the

marginal of ability is independent of effort, equilibrium effort is zero. But if the principal

can garble (q, sθ) directly, one feasible signal is to disclose whether the sum of output and

ability is above a threshold. One can find examples where such a signal sustains a nontrivial

amount of effort.

The idea is that sθ is a favorable signal about ability, but unaffected by e. On the other

hand, e affects q, yet it provides no information about θ conditional on sθ. By disclosing

an appropriately chosen statistic of (q, sθ), one creates a favorable signal of ability that the

agent can manipulate.

5.3.2 Imperfectly observed output

Output is a baseline signal that represents the maximal available amount of information

regarding performance. If only a noisy signal of output, q̃, is available, one can verify

whether it satisfies the conditions of Proposition 3.2.

When Q has three or more values, there always exists a garbling of q such that the

conditions of Proposition 3.2 are not satisfied with respect to such a signal. In particular,

making the garbling less informative can boost incentives. So under the conditions of Propo-

sition 3.2, it is not the case that a more informative garbling of output induces higher effort.

Rather, fully revealing output maximizes incentives across all garblings (see Figure 7b for a

schematic illustration).

28



5.3.3 General risk attitudes

Propositions 3.2 and 3.9 rely critically on the agent being risk neutral with respect to the

market belief. E.g. to illustrate why Proposition 3.2 fails, suppose the agent maximizes

the expectation of uA(w, e) = 1{w ≥ wt} − c(e). The agent is only concerned whether the

belief is above a threshold wt, say because the reward is a promotion and hence indivisible.

Once Q has three or more elements, full revelation fails to be optimal in general. Suppose

there is an output q̃ such that effort increases (decreases) the probability of outputs q > q̃

(q < q̃). Under full revelation of q, there will be a threshold level q∗ such that the agent

gets promoted only if output is above q∗. If say q∗ is above q̃, the principal can typically

induce more effort by recommending a promotion for output levels above q∗, but also for

some adjacent output levels below q∗. This is incentive compatible as the market is unaware

of the output realization that induced the recommendation.

More generally, a garbling of output decreases the dispersion of the marginal distribution

of wages according to second order stochastic dominance (SOSD). While the marginal dis-

tribution over wages does not pin down the transfer schedule and hence incentives, one can

show that under risk neutrality even the “steepest” transfer schedule that can be derived

from the new marginal distribution over wages depresses incentives, in the sense of Lemma

3.6. The idea is that when wages are less dispersed, there is less leeway to reward good over

bad performance.

With general risk attitudes, transfer schedules should be defined to specify the expected

utility the agent receives for each output. But a garbling of output does not cause an SOSD

shift in the distribution of utilities. For example, if the agent is risk averse then pooling

information insures the agent. By selectively pooling high output realizations, the principal

might raise the reward associated with high output through the insurance effect, thereby

generating stronger incentives.

5.3.4 Support of q depends on e

In this part only, the support of output is allowed to depend on effort. Let Q(e) ⊂ Q be

the support given e. Relaxing the full support assumption raises one conceptual issue. Up

to now, in any equilibrium beliefs were pinned down by Bayes’ rule, and the agent could

never induce an off-path signal by deviating. If on the other hand some combinations of

effort and output are technologically not possible, then for certain information structures

equilibrium analysis will require specifying off-path beliefs. This is relevant since off-path

beliefs determine on-path behavior.

The equilibrium definition now includes a sequence of strategies β = {βn}, where ∀n, βn ∈
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e fn(q | e) En(θ | q, e) cn(e)
eL (1-2εn , εn , εn) (0 , 0 , 0) 0
eM (εn , 2/3 , 1/3-εn) (0 , 1 , 2) 1
eH (εn , 1/3 , 2/3-εn) (-1 , 0 , 1) 1.1

Table 5: Full support production technology in Example 5.8

e f(q | e) E(θ | q, e) c(e)
eL (1 , 0 , 0) (0 , . , .) 0
eM (0 , 2/3 , 1/3) (. , 1 , 2) 1
eH (0 , 1/3 , 2/3) (. , 0 , 1) 1.1

Table 6: Limit production technology in Example 5.8

∆(E) has full support on Q, and limn→∞ βn = e∗. Formally, a consistent transfer schedule t̃

also has the sequence β as an argument, and is written as t̃(· |H, β, e∗) with limn→∞ βn = e∗.

In the spirit of sequential equilibrium, I require that ∀q, t̃(q |H, β, e∗) = limn→∞ t(q |H, βn),

where t(q |H, βn) can be derived from Bayes’ rule since βn has full support.

An output q is said to be fully revealed if t̃(q |H, β, e∗) = limn→∞E(θ | q, βn). Perhaps

one would not expect full revelation to be optimal now because by pooling outputs below

Q(e∗), deviations inducing such outputs can be punished more severely through off-path

beliefs. On the other hand, one can still show that if one moves to full revelation of on-path

outputs, the agent wants to deviate upwards in the partial equilibrium sense of Lemma 3.6.

Also, it is true that for any approximation Fn(q | e), En(θ | q, e) of the statistical environment

F (q | e), E(θ | q, e) that satisfies full support and all assumptions of Proposition 3.2, full rev-

elation of output maximizes effort. Why this is not necessarily true in the limit is illustrated

by Example 5.8.

Example 5.8 Let E = {eL, eM , eH}, Q = {qL, qM , qH}. The primitives are specified in

Tables 5 and 6, where εn is a sequence of positive numbers converging to zero. First no-

tice that ∀n large enough, Fn(q | e), En(θ | q, e) satisfy the assumptions of Proposition 3.2,

so full revelation is optimal. The important feature is that in the limit statistical environ-

ment F (q | e), E(θ | q, e), no signal can ever generate a negative wage under the sequential

equilibrium-type refinement since E(θ | q, e) ≥ 0, ∀(q, e) with q ∈ Q(e). In particular, for

any possible conjecture e and associated sequence β converging to e, t̃(qL |H, β, e) ≥ 0 >

−1 = En(θ | qL, eH) ∀(H, β, e). This limits the extent to which output qL can be punished,

and one can show that this prevents eH from being implemented. Now even considering infor-

mation structures that at least reveal on-path outputs, these are not optimal by the following

argument. Any information structure that fully reveals on-path outputs conditional on eM
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Figure 6: Relationship with Bayesian Persuasion

leads to a deviation to either eL or eH , for any sequence of fully mixed strategies approximat-

ing eM . Similarly, the agent wants to deviate to eL if eH is conjectured by the market. The

information structure that pools all outputs leads to eL and hence fully reveals the on-path

output qL. This is the highest effort that can be induced by information structures that fully

reveal on-path outputs. However eM can be sustained by an information structure that pools

qM and qH and reveals qL.

The example makes two points. First, that the set of equilibria that satisfy the sequential

equilibrium-type refinement is not upper hemicontinuous in the primitives F (q | e), E(θ | q, e).
If beliefs are not constrained by the refinement, one can sustain eH as an equilibrium with

a fully revealing info structure that assigns a sufficiently low wage after qL. While strictly

speaking this constitutes a perfect Bayesian equilibrium, it is an unreasonable one. The

second point is that even information structures that only reveal on-path scores are in general

not optimal.

6 Discussion

This section attempts to put some results of this paper into perspective.

On the cumulative subsidy condition. Consider a joint distribution of three real

valued random variables (θ, q, s), where θ and s are independent conditional on q. The cumu-

lative subsidy condition in Lemma 3.4 states a relationship between Es[E(θ | s) | q], E(θ | q),
and the marginal distribution of q. This should not be confused with the result that the

marginal distribution of E(θ | s) is a mean-preserving contraction of the marginal distribution

of E(θ | q) (see Blackwell (1953)). This result, applied by Gentzkow and Kamenica (2016)

to the Bayesian Persuasion literature, is not sufficient in the present context.

Fixing the agent’s effort, any marginal distribution over wages that is a mean-preserving

contraction relative to that generated by full revelation can be induced by some information
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structure. However, the market behavior cannot be treated in isolation. Two different in-

formation structures can induce the same marginal distribution over wages, yet still lead to

different transfer schedules and therefore different incentives for the agent. Figure 6 high-

lights the difference with the literature on Bayesian Persuasion focusing on how a garbling

affects market behavior. Here, the agent can manipulate the distribution of the “state” q,

and the behaviors of market and agent are intertwined. This also explains why direct recom-

mendation mechanisms (in terms of the market wage) are not very useful and were eschewed

- whether a direct recommendation mechanism is incentive compatible or not depends on

the conjecture held by the market.

Comparison with standard principal-agent problems. Information design as con-

sidered here is irrelevant in a standard principal-agent model where the agent is motivated

by wages only. Disregarding available information about performance amounts to constrain-

ing the set of feasible contracts, and more accurate information about the agent’s ability

(keeping the agent’s information fixed) is beneficial for a profit-maximizing principal.19

In the standard model, let T ⊂ RQ be the set of feasible transfer schedules. If the

principal wishes to implement effort e∗, she has to select a transfer schedule t(·) ∈ T such

that e∗ ∈ argmax Eq[uA(t(q), e) | e]. Here, let T (ê) be the set of transfer schedules imple-

mentable by some H, given conjecture ê. For e∗ to be an equilibrium, it must be that

e∗ ∈ argmax Eq[uA(t(q |H, e∗), e) | e] for some t(· |H, e∗) ∈ T (e∗). The normal-linear exam-

ple circumvents this fixed point nature, because effectively T (ê) is independent of ê. Transfer

schedules are linear and can be identified with their slope, which is independent of ê.

Lemma 3.4 shows that there exists an “extremal” transfer schedule with respect to the

cumulative subsidy condition within T (ê) that maximizes incentives. The supermodularity

condition on E(θ | q, e) guarantees that T (ê) expands as one increases ê.20 The cumulative

subsidy condition is a binding constraint in that higher incentives can be generated if it is

violated, and full revelation of output induces the extremal transfer schedule.

Partial vs full equilibrium. Dewatripont, Jewitt and Tirole (1999a) show in their

Proposition 5.2 that for a given market conjecture, inducing noise locally decreases incentives.

Lemma 3.6 can be seen as a non-local analogue in that any effort below ê is shown to become

less attractive.21 Since their result holds for any market conjecture, they interpret it as a

local comparative static around equilibrium. Example A.7 in Appendix A.1 shows that under

their assumptions, effort might be maximized by an information structure that is not fully

19This is not true if better information is more costly, as is the case in Li and Yang (2016).
20Given Lemma 3.5, this is strictly speaking only true for the subset of nondecreasing transfer schedules,

yet one can restrict attention to these as far as maximal incentives for effort are concerned.
21Besides the MLRP, Dewatripont, Jewitt and Tirole (1999a) assume that θ and q are affiliated conditional

on e, which is stronger than E(θ | q, e) being nondecreasing in q.
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revealing. This does not occur under the conditions of Proposition 3.2, although it is possible

that increasing informativeness reduces incentives when starting from a noisy information

structure. Also, in general the equilibrium correspondence is not lower hemicontinuous in

the information structure, explaining why the maximal effort can be discontinuous. Figure

7 illustrates the difference in results schematically.

Mediated equilibria. Regarding mediated information structures, the way the prin-

cipal correlates the wage distribution with the effort recommendation is reminiscent of the

mediated contracts found in Rahman and Obara (2010). At an abstract level, in both papers

the principal commits to a randomization over mechanisms. The randomization is publicly

observed, and the principal discloses differential information about the realized mechanism.

In Rahman and Obara (2010), this makes it easier to identify the identity of a deviator.

Here, it allows the principal to violate the cumulative subsidy condition.

In a conventional mechanism with associated mixed strategy equilibrium σ, signal s

provides no information about ability conditional on q, that is, E(θ | q, s, σ) = E(θ | q, σ).

The reason is that q is a sufficient statistic for (q, s) when estimating the realization from

σ. In a mediated mechanism this is not true because conditional on q, e is correlated with

s. Unless E(θ | q, e) is constant in e, q is not a sufficient statistic for (q, s) when estimating

θ. Indeed, one can show that if E(θ | q, e) is constant in e, there is no benefit from mediated

mechanisms.

At first sight, mediated information structures might appear unrealistic because of the

seemingly artificial implementation involving randomized strategies. At an abstract level,

however, there is nothing implausible about the idea that within organizations, one can make

recommendations that are opaque to an outsider.

Signal jamming and noisy signaling. Career concerns are also referred to as signal

jamming incentives, in that the agent tries to interfere with the market’s inference. This
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incentive is distinct from signaling, where an agent takes costly action to transmit information

credibly (in a separating equilibrium). A typical assumption in career-concerns models is

that the agent has no private information about ability, in order to abstract from signaling

incentives. When in Section 5.2 the agent observes sθ but not the market, this can be seen

as a hybrid model that features both signal jamming and signaling incentives.22

Section 5.2 shows that in the hybrid model, the signaling effect can be detrimental for

career-concerns incentives. In that case, the ability estimate should be disclosed to the

market. Somewhat related to this is Chen (2015), where effort affects the riskiness of output.

She fixes the information held by the market (no information) and studies the effect of giving

more information to the agent about his ability. Both effort and output are observed, and

the signaling incentives when the agent has private information lead to the riskier action

being taken (which is more informative about ability).

Literature. A brief summary of the applied theory literature that features both career-

concerns incentives and information design questions follows.

Ratchet effect. In a dynamic principal-agent relationship with uncertainty about the

agent’s ability, career concerns arise when the principal cannot commit to long-term con-

tracts. Future contracts are influenced by current performance, and a forward-looking agent

takes this into account which is described as the ratchet effect. A tractable formalization was

introduced by Gibbons and Murphy (1992), where the relevant uncertainty is normally dis-

tributed, the agent has CARA preferences, and the principal offers linear contracts. This has

been used to study the effects of relative performance comparisons across agents (Meyer and

Vickers (1997)), optimal job design (Meyer (1995) and Meyer, Olsen and Torsvik (1996)),

and optimal duration of employment (Auriol, Friebel and Pechlivanos (2002)). Each of

the preceding examples can be posed as a question of optimal information disclosure about

performance and ability in the presence of career concerns.

Fully dynamic models. Most career-concerns applications are static in that effort is ex-

erted once. Hörner and Lambert (2016) consider information design within a dynamic version

of the normal-linear model. They determine the optimal way to disclose past and present

performance, and compare the amount of information revealed when the market has access

to previously disclosed information and when it does not. Moav and Neeman (2010) argue

that more informative performance measures, while initially conducive to inducing output,

remove uncertainty about ability in the future. This is detrimental for incentives when ability

is persistent.

22Compared to the signaling model of Spence (1973), there is only a noisy signal of effort. The fact that
output is informative about ability conditional on effort leads to career-concerns incentives that are absent
in signaling models. An example of this can be found in de Haan, Offerman and Sloof (2011).
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Other work. In Bar-Isaac (2007), an agent can acquire an asset with unknown produc-

tivity. This provides him with an incentive device to exert effort if the market is not able to

ascertain whether output was produced because of effort or because of the high productivity

of the asset. To maintain these incentives, the agent does not wish to reveal information

about the source of high output. In Jeon (1996), a principal has to assign workers to teams.

Uncertainty about ability differs across agents, and team composition affects the informative-

ness of output regarding the ability of the team members. Dewatripont, Jewitt and Tirole

(1999b) study multi-tasking with career-concerns, in particular the effect of transparency

about the agent’s focus on incentives. Bar-Isaac and Ganuza (2008) consider how different

recruitment and training policies affect the career concerns of agents. Recruitment policies

affect the type uncertainty, and training policies affect the informativeness of output, hence

these are questions of information design. The effect of information on career-concerns in-

centives has also been studied in relational contract settings (Mukherjee, 2008b, 2010) and

in matching markets (Mukherjee (2008a)). The setting in Wolitzky (2012) is similar to that

in Section 5.1, in particular Proposition 5.2, except that the principal’s wage contract and

disclosure policy are unobserved by the market. In Rodina and Farragut (2016), an agent

wishes to create the impression that he has produced high output, which can be seen as a

special case of the current model by defining ability to equate to output. The transparency

result of Proposition 3.2 does not apply in this setting, and some qualitative features of the

optimal garbling are derived.

7 Conclusion

This paper derives substantive conditions under which full revelation of performance mea-

sures and more uncertainty about the agent’s ability lead to stronger career-concerns incen-

tives. A key assumption for deriving these comparative statics is that effort increases the

informativeness of output regarding ability. The results provide a foundation for two prin-

ciples regarding the evaluation of agents within organizations: transparency with respect to

measures of performance, and opaqueness regarding certain information about the agent’s

ability. The following three issues have not been addressed, however.

First, when the conditions for full revelation of performance measures are violated, it

is natural to ask what features the optimal garbling has. The same can be said for medi-

ated mechanisms, because they are not fully revealing when improving upon conventional

disclosure policies.

Second, comparative statics with respect to information about performance or ability are

considered separately. Certain instruments such as relative performance evaluation across
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agents might affect both types of information simultaneously. Plausibly, a tradeoff arises

between the forces identified here. Conceptually more interesting is the case where the

principal can control information about performance and ability simultaneously, that is, she

can garble (q, sθ).

Third, it would be desirable to understand the effect of information beyond the (quasi-)

static model considered here. One complication in a (fully) dynamic model is the presence of

asymmetric information between the principal and the agent, at least off the equilibrium path

(which one has to solve in order to determine on-path behavior).23 More directly related to

information design is that whatever information is released today also provides information

in future periods when the agent’s ability is persistent. A natural conjecture is that it remains

optimal to withhold information about ability when the signal structure in the stage game

satisfies appropriate conditions as derived here, yet full revelation of performance measures

requires stronger assumptions.
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A Appendix

The following result will be used repeatedly.

Result A.1 (Tarski’s fixed point theorem) Let (L,≥) be a complete lattice. Suppose

f : L → L is nondecreasing. Then the set of all fixed points of f is a complete lattice with

respect to ≥ (Tarski (1955)). So the set of fixed points is nonempty and has a maximum.

In particular, let N ∈ N and ≥ be the partial order on RN . For a given ê(·) ∈ EN ,

let Ê := {e(·) ∈ EN : e(·) ≥ ê(·)}, and suppose ξ : Ê → Ê is nondecreasing. Then

e∗(·) = ξ(e∗(·)) for some e∗(·) ∈ Ê.

A.1 Proofs for Section 3

Proof of Lemma 3.4 Fix a possibly mixed conjecture σ̂. In inequality j in Equation (1),

F (qj | σ̂)Eq[Es[Eθ[θ | s, σ̂] | q] | q ≤ qj, σ̂]
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is compared with

F (qj | σ̂)Eq[Eθ[θ | q, σ̂] | q ≤ qj, σ̂].

Notice that Eθ[θ | s, σ̂] = Eq[Eθ[θ | q, s, σ̂] | s, σ̂] = Eq[Eθ[θ | q, σ̂] | s, σ̂], where the first equality

follows from the law of iterated expectations, and the second from s being a garbling of q.

So one can write

Eq[Es[Eθ[θ | s, σ̂] | q] | q ≤ qj, σ̂]

= Eq[Es[Eq[Eθ[θ | q, σ̂] | s, σ̂] | q] | q ≤ qj, σ̂]

= Es[Eq[Eθ[θ | q, σ̂] | s, σ̂] | q ≤ qj, σ̂].

On the other hand,

Eq[Eθ[θ | q, σ̂] | q ≤ qj, σ̂]

= Es[Eq[Eθ[θ | q, σ̂] | s, q ≤ qj, σ̂] | q ≤ qj, σ̂].

Since Eθ[θ | q, σ̂] is nondecreasing in q,

Eq[Eθ[θ | q, σ̂] | s, σ̂] ≥ Eq[Eθ[θ | q, σ̂] | s, q ≤ qj, σ̂],

with equality for j = M .

Proof of Lemma 3.5 Fix a possibly mixed conjecture σ̂. Since σ̂ will be kept fixed through-

out, the following shorthands are introduced: fi = f(qi | σ̂), ti = t(qi |HFR, σ̂), and gi = g(qi).

Define ∆i = gi− ti, and let J = {j : ∆j > 0} be the set of all output realizations after which

the expected wage under the transfer schedule g(·) is higher than under the fully informative

signal. If J is empty, the supposition of the lemma implies that ∀i, g(qi) = t(qi |HFR, σ̂) so

that the fully revealing information structure implements g(·).
Step 1: A building block in the construction of the information structure that imple-

ments g(·) will be a collection of vectors satisfying certain properties summarized as follows.

There exists a collection of vectors {αj}j∈J , where each αj is an M × 1 vector, and satisfies

the following properties:

• αj is nonnegative,

• αji = 0 for i < j and αjj = 1,

• if i > j and αji > 0, then ∆i ≤ 0,

•
∑M

i=1 α
j
ifi∆i = 0,
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• the collection of αj’s satisfies
∑

j∈J α
j = eM .24

Since each αj is nonnegative, the last property implies that ∀i, j, αji ∈ [0, 1]. Indeed, the

elements of αj will correspond to certain probabilities in the information structure.

The following algorithm is used to show that a collection of vectors {αj}j∈J with the

desired properties exists. The algorithm consists of |J | steps and its starting point is an

M × 1 vector of “budgets” b1 = eM that at each step k gets updated from bk to bk+1. By

construction, bk will be nonnegative at each step k. The algorithm moves from the highest to

the lowest element in J , so let j(k) be the k-th highest element in J , that is j(1) > ... > j(|J |).
Let ξ(bk, j(k)) be the largest element such that

γ∑
i=j(k)

bki fi∆i ≥ 0, ∀γ = j(k), ..., ξ(bk, j(k)),

which exists since ∆j(k) > 0. So either ξ(bk, j(k)) = M , or
∑ξ(bk,j(k))+1

i=j(k) ∆ifib
k
i < 0.

Step k in the algorithm starts with the nonnegative vector of budgets bk, and uses it to

define the vector αj(k) as

α
j(k)
i =



0 for i < j(k),

bki for j(k) ≤ i ≤ ξ(bk, j(k)),∑ξ(bk,j(k))
h=j(k)

bkhfh∆h

−f
ξ(bk,j(k))+1

∆
ξ(bk,j(k))+1

for i = ξ(bk, j(k)) + 1,

0 for i > ξ(bk, j(k)) + 1.

If ξ(bk, j(k)) = M , only the first two cases apply. At the end of step k, bk+1 is defined as

bk−αj(k). For bk+1 to be nonnegative, it needs to be shown that αj(k) ≤ bk. This is obviously

true for all elements except i = ξ(bk, j(k))+1, which is relevant when ξ(bk, j(k)) < M . Then

by the definition of ξ(bk, j(k))
ξ(bk,j(k))+1∑

i=j(k)

bki fi∆i < 0,

and fξ(bk,j(k))+1∆ξ(bk,j(k))+1b
k
ξ(bk,j(k))+1

< 0. This implies that α
j(k)

ξ(bk,j(k))+1
≤ bk

ξ(bk,j(k))+1
.

Now all the desired properties of the collection {αj}j∈J will be verified. At step k, αj(k)

gets defined and is obviously nonnegative for i 6= ξ(bk, j(k)) + 1. For i = ξ(bk, j(k)) + 1

(which is relevant when ξ(bk, j(k)) < M), this follows from
∑ξ(bk,j(k))

h=j(k) bkhfh∆h ≥ 0 and

fξ(bk,j(k))+1∆ξ(bk,j(k))+1 < 0. By construction αji = 0 for i < j, and αjj = 1 since the algorithm

moves from the highest to the lowest element in J so that at each step k, bkj(k) = 1 = α
j(k)
j(k).

24eM is an M × 1 vector of 1’s.
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This implies that at step k1 which defines αj(k1), bk1j2 = 0 for j2 > j(k1). Therefore if i > j

and αji > 0, then ∆i ≤ 0. The next property is that
∑M

i=1 α
j
ifi∆i = 0, which for any step k

with ξ(bk, j(k)) < M is satisfied as can be seen from the construction of α
j(k)

ξ(bk,j(k))+1
. When

at some step k it is that ξ(bk, j(k)) = M , a violation of
∑M

i=1 α
j
ifi∆i = 0 would imply that∑M

i=j(k) b
k
i fi∆i > 0. But this leads to a contradiction as for the first k̃ that such a violation

can be found it is that
k̃∑
k=1

M∑
i=j(k)

bki fi∆i =
M∑

i=j(k̃)

fi∆i > 0.

This would contradict the supposition of the lemma that

j∑
i=1

gifi ≥
j∑
i=1

tifi ∀j = 1, ...,M, with equality for j = M.

The final property is that
∑

j∈J α
j = eM . Given that b|J |+1 = eM−

∑
j∈J α

j, this is equivalent

to showing that at the the end of the final step k = |J |, b|J |+1 = 0. A violation of this would

imply that at the final step k = |J |, ξ(bk, j(k)) < M and b
|J |+1
i > 0 for (possibly several) i

with ∆i < 0. On the one hand, it was previously shown that ∀j,
∑M

i=1 α
j
ifi∆i = 0, so

|J |∑
k=1

(
M∑
i=1

α
j(k)
i fi∆i

)
= 0.

But this generates a contradiction, since using that b|J |+1 = eM −
∑

j∈J α
j,

|J |∑
k=1

M∑
i=1

α
j(k)
i fi∆i =

M∑
i=1

 |J |∑
k=1

α
j(k)
i

 fi∆i =
M∑
i=1

(
1− b|J |+1

i

)
fi∆i = −

M∑
i=1

b
|J |+1
i fi∆i > 0.

Step 2: The information structure will be supported on |J | ·M signals, so define the set

of signals {sji}{j∈J,i=1,...,M} consisting of arbitrary numbers that are all distinct.

For j ∈ J and i /∈ J , set Pr(sji | qi) = αji , and Pr(sji | qj) = βji , where βji = 0 if αji = 0,

and if αji > 0 then βji is given by

βji =
αjifi(ti − gi)
fj(gi − tj)

. (2)

βji ≥ 0 since αji > 0 implies both that ∆i = gi − ti ≤ 0 and i > j, so that gi ≥ gj > tj.
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For j ∈ J , set Pr(sjj | qj) = 1−
∑

i 6=j β
j
i . This is nonnegative since for i > j, βji satisfies

βji fj(gi − tj) + αjifi∆i = 0.

Summing over i > j gives ∑
i>j

βji fj(gi − tj) +
∑
i>j

αjifi∆i = 0.

By the construction from step 1,
∑

i>j α
j
ifi∆i = −fj∆j. So

fj∆j =
∑
i>j

βji fj(gi − tj) ≥
∑
i>j

βji fj∆j,

where the inequality follows from g being nondecreasing. Since fj∆j > 0,
∑

i>j β
j
i =∑

i 6=j β
j
i ≤ 1.

All probabilities are specified, except for two cases. The first is Pr(sj1i | qj2) where j1, j2 ∈
J , j1 6= j2, and the second is Pr(sji1 | qi2) where i1, i2 /∈ J , i1 6= i2, and j ∈ J . All of these

are set to zero. For this to constitute a valid information structure, it remains to show that

every output is mapped with probability 1 into some set of signals. For j ∈ J , it was just

shown that

∑
s∈S

Pr(s | qj) =
M∑
i=1

Pr(sji | qj) = Pr(sjj | qj) +
∑
i 6=j

Pr(sji | qj) = 1−
∑
i 6=j

βji +
∑
i 6=j

βji = 1.

For i /∈ J , ∑
s∈S

Pr(s | qi) =
∑
j∈J

Pr(sji | qi) =
∑
j∈J

αji = 1.

This completes the specification of H.

Step 3: It now remains to show that H implements the transfer schedule g(·). There

are two types of signals s ∈ S. Either s = sji for i /∈ J and j ∈ J , or s = sjj for j ∈ J . Some

signal s′ /∈ S might get never realized, more formally Pr(s′ | q) = 0, ∀q ∈ Q. Any such signal

plays no role under the assumption that the marginal distribution over q has full support

for all effort levels, as no deviation by the agent can induce such a signal realization.

Any signal of the form sji for i /∈ J and j ∈ J gets only induced by outputs qi and qj. The

wage associated with such a signal is (suppressing notation for the information structure and

effort conjecture σ̂

w(sji ) =
fiα

j
i ti + fjβ

j
i tj

fiα
j
i + fjβ

j
i

= gi,

42



as can be seen from the definition of βji in Equation (2). Any remaining signal has to be of

the form sjj for j ∈ J . Such a signal realization can only be induced by qj, so output gets

revealed and w(sjj) = tj.

To show that transfer schedule g(·) is implemented, first outputs of the form q = qi with

i /∈ J are considered. For any such output

E[w(s) | qi] =
∑
j∈J

αjiw(sji ) =
∑
j∈J

αjigi = gi.

For any output of the form q = qj with j ∈ J ,

E[w(s) | qj] =
∑

i/∈J β
j
iw(sji ) +

(
1−

∑
i/∈J β

j
i

)
w(sjj)

=
∑

i/∈J β
j
i gi +

(
1−

∑
i/∈J β

j
i

)
tj

= tj +
∑

i/∈J β
j
i (gi − tj)

= tj +
∑

i/∈J α
j
i
fi
fj

(ti − gi) ,

where the final equality follows from the definition of βji in Equation (2). After subtracting

gj from both sides,

(E[w(s) | qj]− gj)fj = −
∑
i/∈J

αjifi∆i − fj∆j,

and since the right hand side is zero by construction of αj (remember that αjj = 1) it follows

that E[w(s) | qj] = gj.

Let uA(w, σ) := Eσ[uA(w, e)], define the notation U(t, σ) := Eq[uA(t(q), σ) |σ] as the

expected payoff the agent gets when being rewarded according to transfer schedule t and

playing the mixed strategy σ. Also, c(σ) = Eσ[c(e)].

Lemma A.2 Fix a mixed strategy σ, and suppose that two transfer schedules t1, t2 (not

necessarily implemented by an information structure) satisfy

j∑
i=1

t2(qi)f(qi |σ) ≥
j∑
i=1

t1(qi)f(qi |σ)

∀j = 1, ...,M, with equality for j = M.

(3)

For any ẽ that is dominated by σ according to the MLRP,

U(t1, σ)− U(t1, ẽ) ≥ U(t2, σ)− U(t2, ẽ).
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For any ẽ that dominates σ according to the MLRP,

U(t1, σ)− U(t1, ẽ) ≤ U(t2, σ)− U(t2, ẽ).

Proof of Lemma A.2 First consider the case where ẽ is dominated by σ according to the

MLRP.

U(t2, σ)− U(t2, ẽ) =
M∑
i=1

t2(qi)[f(qi |σ)− f(qi | ẽ)]− [c(σ)− c(ẽ)].

Defining Li = f(qi | ẽ)/f(qi |σ), one can write f(qi |σ)− f(qi | ẽ) = f(qi |σ)(1− Li). By the

MLRP supposition, Li is weakly decreasing.

M∑
i=1

t2(qi)[f(qi |σ)− f(qi | ẽ)]− [c(σ)− c(ẽ)]

=
M∑
i=1

t2(qi)f(qi |σ)(1− Li)− [c(σ)− c(ẽ)]

=
M∑
i=1

t2(qi)f(qi |σ)(1− LM +
M∑

j=i+1

Lj − Lj−1)− [c(σ)− c(ẽ)]

=
M∑
i=1

t2(qi)f(qi |σ)(1− LM) +
M∑
i=1

M∑
j=i+1

t2(qi)f(qi |σ)(Lj − Lj−1)− [c(σ)− c(ẽ)].

But the first term is E[t2(q) |σ](1− LM) = E[t1(q) |σ](1− LM) by Equation (3). The only

term where the transfer schedule appears is

M∑
i=1

M∑
j=i+1

t2(qi)f(qi |σ)(Lj − Lj−1)

=
M∑
j=2

(Lj − Lj−1)

j−1∑
i=1

t2(qi)f(qi |σ).

Since Lj − Lj−1 ≤ 0, it follows from Equation (3) that

U(t1, σ)− U(t1, ẽ) ≥ U(t2, σ)− U(t2, ẽ).

In the other case where ẽ MLRP dominates σ, the proof can be taken verbatim except that

Li is weakly increasing, and this is why the inequality is reversed.

Proof of Lemma 3.6 This follows from Lemma A.2. Fix an arbitrary e∗ and information

structure H. Let σ = e∗ and ẽ = e. Since e ≤ e∗ the MLRP condition is satisfied. Define
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t2(·) as t(· |H, e∗), and t1(·) as t(· |HFR, e
∗). By Lemma 3.4, the supposition in Equation

(3) is satisfied.

Proof of Proposition 3.2 First, it is shown that the highest pure strategy equilibrium is

achieved by full revelation. It is maintained that F (q | e) is ordered according to the MLRP,

and that E(θ | q, e) is nondecreasing in q, but the supermodularity condition on E(θ | q, e) is

replaced by Assumption A.3.

Assumption A.3 For any e1, e2 ∈ E with e2 > e1, ∀j = 1, ...,M

j∑
i=1

{E(θ | qi, e1)− E(θ | qi, e2) + κ} f(qi | e2) ≥ 0,

where κ = E(θ | e2)− Eq[E(θ | q, e1) | e2].

Assumption A.3 is implied by supermodularity of E(θ | q, e), since then the term in curly

brackets is decreasing in qi and the sum equals zero for j = M .

Define BR(t(·)) as the set of utility maximizing effort levels for the agent when he faces

transfer schedule t(·). Since F (q | e) and c(e) are continuous, the agent’s objective function

is continuous in t(·) and e, so that by the Maximum Theorem BR(t) is nonempty, compact-

valued and upper hemicontinuous.

Lemma A.4 Suppose that e1 is induced by some H1. Then there exists H2 that induces e2,

and either e2 > e1 or e2 = e1 and H2 = HFR.

Proof of Lemma A.4 Since e1 is induced by H1, one has e1 ∈ BR(t(· |H1, e1)). Moving

to full revelation, Lemma 3.6 implies that e2 := max BR(t(· |HFR, e1)) ≥ e1. The final step

is to show that e2 ∈ BR(t(· |H2, e2)) for some information structure H2. When e2 = e1 this

is satisfied since e2 ∈ BR(t(· |HFR, e2)). If e2 > e1, one can find an information structure

H2 so that t(· |H2, e2) = t(· |HFR, e1) + κ, where κ is the constant described in Assumption

A.3. Since t(q |HFR, e1) = E(θ | q, e1) is nondecreasing, Assumption A.3 in conjunction with

Lemma 3.5 imply that this is possible. e2 is implemented since

e2 ∈ BR(t(· |HFR, e1)) = BR(t(· |HFR, e1) + κ) = BR(t(· |H2, e2)).

In Lemma A.6 I show that a best pure strategy equilibrium exists, strengthening As-

sumption A.3 to supermodularity and using the following Lemma A.5.
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Lemma A.5 Suppose ∃e′ ≥ ê with e′ ∈ BR(t(· |HFR, ê)). If F (q | e) is ordered according to

FOSD (so a fortiori, if it satisfies the MLRP), and E(θ | q, e) is supermodular, ∃e∗ ≥ ê such

that e∗ ∈ BR(t(· |HFR, e
∗)), that is e∗ is an equilibrium under full revelation. Also, there

exists a highest pure strategy equilibrium under full revelation.

Proof of Lemma A.5 Let Ê := {e ∈ E : e ≥ ê}, and let ξ : Ê → Ê be defined as

ξ(e) := max (BR(t(· |HFR, e))). The maximum of BR(·) exists by the Maximum Theorem,

and that ξ(e) ∈ Ê follows from ξ(ê) ≥ ê and ξ(·) being nondecreasing. To show that ξ(·) is

nondecreasing, take any e2 > e1. Observe that

U(t(· |HFR, e2), e)− U(t(· |HFR, e1), e) =
M∑
i=1

[E(θ | qi, e2)− E(θ | qi, e1)]f(qi | e). (4)

By supermodularity, E(θ | q, e2)−E(θ | q, e1) is nondecreasing in q. Under the FOSD ordering,

Equation 4 is nondecreasing in e.

By Result A.1, e∗ = ξ(e∗) for some e∗ ∈ Ê. Also, ξ(·) has a highest fixed point so there

exists a highest pure strategy equilibrium under full revelation.

Lemma A.6 The set of pure strategy effort levels across all information structures has a

maximum.

Proof of Lemma A.6 The set of all possible pure strategy effort levels, E∗, is non-empty

since for the information structure that reveals no information has an equilibrium with

e = min E. Let ē = sup E∗, which is finite by compactness of E. There exists a sequence of

information structures {Hn} and associated equilibrium effort levels {en} with en → ē. By

Lemma A.5, one can find another sequence {ẽn} with ẽn ≥ en, and each ẽn is induced by

HFR. Since a highest equilibrium exists under HFR, it must coincide with ē.

Proof of Proposition 3.3 The submodularity assumption is relaxed. Suppose there exists

e2 > e1 with

j∑
i=1

{E(θ | qi, e2)− E(θ | qi, e1) + κ} f(qi | e1) > 0, ∀j < M − 1, (5)

where κ = E(θ | e1) − Eq[E(θ | q, e2) | e1]. This is a violation of Assumption A.3, and is

implied by strict submodularity. Given that F (q | e) is not constant and ordered according

to the MLRP, it follows from Lemma 3.6 that

0 < Eq[E(θ | q, e2) | e2]− Eq[E(θ | q, e2) | e1] < Eq[E(θ | q, e1) | e2]− Eq[E(θ | q, e1) | e1]. (6)
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To get the conclusion of Equation (6), one can alternatively assume that the inequalities in

Equation (5) are weak, and strict for only some j as long as the ratio f(q | e2)/f(q | e1) is

strictly increasing in q.

At any rate, consider the following cost function

c(e) =


0 if e ≤ e1,

ξ if e1 < e ≤ e2,

∞ if e > e2,

which is not continuous, and where ξ > 0 satisfies

ξ ∈ (Eq[E(θ | q, e2) | e2]− Eq[E(θ | q, e2) | e1], Eq[E(θ | q, e1) | e2]− Eq[E(θ | q, e1) | e1]).

Given this cost function, under full revelation a pure equilibrium can only involve e1 or

e2. However, given that the market conjectures e1, the agent wants to deviate to e2, and

given a conjecture of e2, the agent wants to deviate to e1. On the other hand, if the market

conjectures e1, then by Equation (5) and Lemma 3.5 one can implement a transfer schedule

that coincides with E(θ | q, e2) up to a constant, and therefore makes e1 incentive compatible.

Since F (q | e) is continuous in e, the same conclusion can be reached with a continuous cost

function that approximates the previously stated one.

Perhaps one is more concerned with the fact that under full revelation, no equilibrium

exists. Yet if one slightly strengthens the assumption (for simplicity stated in terms of

supermodularity instead of the condition of Equation (5)), an equilibrium under full reve-

lation exists yet is inferior. The assumption is that E(θ | q, e) is strictly supermodular on

Q×{e0, e1, e2} given the order e0 /e2 /e1 on {e0, e1, e2}, for some e0, e1, e2 with e0 < e1 < e2.

Then one can find a cost function under which HFR implements only e0, and ∃H that

implements e1.

Example A.7 In the following example, all assumptions of Proposition 5.2 Dewatripont,

Jewitt and Tirole (1999a) are satisfied, yet full revelation does not maximize effort.

Let θ and η be two random variables that are independently distributed, and have a stan-

dard normal distribution, that is θ ∼ N(0, 1) and η ∼ N(0, 1). The production function

satisfies

q = e+ θ + α(e)eθ + β(e)η,

where α(e) and β(e) are functions that will be specified later, and satisfy

(1 + α(e)e)2 + β(e)2 = k,
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for some constant k. As long as ∀e, 1 + α(e)e > 0, one has that θ and q are affiliated

conditional on e. Also, the marginal over output is q | e ∼ N(e, k), so the MLRP is satisfied.

Consider the simple class of signals where s = q + ε, with ε ∼ N(0, σ2
ε ) that is independent

of (θ, η). The information structure will be denoted as Hσ2
ε
.

Up to a term that is independent of s and therefore irrelevant,

E(θ|Hσ2
ε
, s, e) = s · 1 + α(e)e

k + σ2
ε

.

Given a market conjecture of ê, the agent maximizes

e · 1 + α(ê)ê

k + σ2
ε

− c(e).

Now consider the following parametrization. E = R+, c(e) = e2/2, k = 4. Also, α(e) = 0

for e ≤ 0.25 + δ or e ≥ 0.25 + 3δ, while α(e) = 1 for e ∈ (0.25 + δ, 0.25 + 3δ), for some

δ > 0 sufficiently small. Under full revelation of q, that is when σ2
ε = 0, there is a unique

pure strategy equilibrium with eFR = 0.25. On the other hand, if σ2
ε = 0.25−6δ

0.25+2δ
, there exists

an equilibrium with e = 0.25 + 2δ.

While all assumptions from Dewatripont, Jewitt and Tirole (1999a) are satisfied, the

example might be considered artificial because of the discontinuity in α(·). An similar example

where α(·) is continuous can generate the same conclusion with a more complicated (but still

continuous and increasing) cost function.

Proposition A.8 Suppose all assumptions in Proposition 3.2 are satisfied, Q ⊂ R is mea-

surable, and F (q | e) has continuous density. Restrict attention to information structures

that for any conjecture induce a transfer schedule with a countable number of discontinuities.

Then full revelation maximizes effort among all pure strategy equilibria.

Proof of Proposition A.8 Start with information structure H and equilibrium ê. Lemma

3.4 also holds in that ∀q̂,
∫ q̂
−∞ t(q |H, ê) dF (q | ê) ≥

∫ q̂
−∞ t(q |HFR, ê) dF (q | ê), with equality

for q̂ = +∞. As argued momentarily, one can show that Lemma 3.6 applies so that e′ :=

max BR(t(· |HFR, ê)) ≥ ê, and by the argument in Lemma A.5 there exists an equilibrium

e∗ ≥ ê under full revelation.

It remains to show that Lemma 3.6 applies. Suppose that for some ê and two transfer

schedules with countably many discontinuities, t1 and t2, satisfy ∀q̂,
∫ q̂
−∞ t2(q) dF (q | ê) ≥∫ q̂

−∞ t1(q) dF (q | ê), with equality for q̂ = +∞. It needs to be shown that for any e ≤ ê,

δ := [U(t1, ê)− U(t1, e)]− [U(t2, ê)− U(t2, e)] ≥ 0.
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Let L(q) = f(q | e)/f(q | ê), which is nonincreasing, and define ∆(q) := t2(q)−t1(q). Straight-

forward calculations show that

δ =

∫ +∞

−∞
∆(q)L(q) dF (q | ê) =

+∞∑
i=1

∫
Ii

∆(q)L(q) dF (q | ê),

where Ii is an interval on which ∆(q) is continuous, and Ii lies below Ii+1. To show that∑+∞
i=1

∫
Ii

∆(q)L(q) dF (q | ê) is nonnegative, it is claimed that ∀j,

j∑
i=1

∫
Ii

∆(q)L(q) dF (q | ê) ≥ 0. (7)

Observe that Equation (7) is equivalent to

j∑
i=1

L(qi)

L(qj)

∫
Ii

∆(q) dF (q | ê) ≥ 0,

where qi ∈ Ii. It is now claimed that

j∑
i=1

L(qi)

L(qj)

∫
Ii

∆(q) dF (q | ê) ≥
j∑
i=1

∫
Ii

∆(q) dF (q | ê) ≥ 0,

where the second inequality follows from the supposition. For j = 1, the first inequality is

satisfied. If it is satisfied up to k, then for j = k + 1,

k+1∑
i=1

L(qi)

L(qk+1)

∫
Ii

∆(q) dF (q | ê) =
∑k

i=1
L(qi)
L(qk+1)

∫
Ii

∆(q) dF (q | ê) +
∫
Ik+1

∆(q) dF (q | ê)

≥
∑k

i=1

∫
Ii

∆(q)L(q) dF (q | ê) +
∫
Ik+1

∆(q) dF (q | ê) ≥ 0.

The first inequality follows from L(qk+1) ≤ L(qk).

Proof of Proposition 3.9 First consider the case where the market observes (q, sθ), with

some equilibrium effort ê. The wage after each realization of (q, sθ) satisfies w(q, sθ, ê) =

E(θ | q, sθ, ê). Since the distribution of (q, sθ) can be written as f(q, sθ | e) = f(q | sθ, e)g(sθ),

the agent’s payoff is

E(q,sθ)[E(θ | q, sθ, ê) | e]− c(e)

= Eq[Esθ [E(θ | q, sθ, ê) | q, e] | e]− c(e).

49



Now compare this to a situation where only q gets disclosed to the market, and its

conjecture is ê. Since the wage satisfies w(q, ê) = E(θ | q, ê), the agent maximizes

Eq[E(θ | q, ê) | e]− c(e)

= Eq[Esθ [E(θ | q, sθ, ê) | q, ê] | e]− c(e).

Now for e < ê,

Esθ [E(θ | q, sθ, ê) | q, ê] ≤ Esθ [E(θ | q, sθ, ê) | q, e]

since E(θ | q, sθ, ê) is nondecreasing in sθ and H(sθ | q, e) dominates H(sθ | q, ê) according to

FOSD. This means that in a situation where only q is disclosed and the market’s conjecture

is ê, the agent’s highest best response is weakly above ê. Lemma A.5 then implies that there

exists an equilibrium e∗ ≥ ê.

A.2 Proofs for Section 4

Proof of Lemma 4.2 For a generic mixed strategy σ, define ē = sup(support(σ)). Fix an

arbitrary q2 > q1, and define the likelihood ratio L2
1(e) := f(q2 | e)

f(q1 | e) , which is nondecreasing in

e by the MLRP property. Then

E(θ | q2, σ)− E(θ | q1, σ) =
Eσ[f(q2 | e)E(θ | q2, e)]

Eσ[f(q2 | e)]
− Eσ[f(q1 | e)E(θ | q1, e)]

Eσ[f(q1 | e)]

=
Eσ[f(q1 | e)L2

1(e)E(θ | q2, e)]

Eσ[f(q1 | e)L2
1(e)]

− Eσ[f(q1 | e)E(θ | q1, e)]

Eσ[f(q1 | e)]

=
Eσ[f(q1 | e)L2

1(e){E(θ | q2, e)− E(θ | q1, e)}]
Eσ[f(q1 | e)L2

1(e)]

+
Eσ[f(q1 | e)L2

1(e)E(θ | q1, e)]

Eσ[f(q1 | e)LR(e)]
− Eσ[f(q1 | e)E(θ | q1, e)]

Eσ[f(q1 | e)]
.

By supermodularity,

E(θ | q2, ē)− E(θ | q1, ē) ≥
Eσ[f(q1 | e)L2

1(e){E(θ | q2, e)− E(θ | q1, e)}]
Eσ[f(q1 | e)L2

1(e)]
.

Since L2
1(e) is nondecreasing and E(θ | q1, e) is nonincreasing in e, we have

0 ≥ Eσ[f(q1 | e)L2
1(e)E(θ | q1, e)]

Eσ[f(q1 | e)L2
1(e)]

− Eσ[f(q1 | e)E(θ | q1, e)]

Eσ[f(q1 | e)]
.

The bottom line is that E(θ | q2, ē)− E(θ | q1, ē) ≥ E(θ | q2, σ)− E(θ | q1, σ).
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Proof of Proposition 4.1 For a mixed strategy σ, define ē = sup(support(σ)).

1. Start with any mixed strategy equilibrium σ under the fully revealing information

structure. By continuity, ē is a best response for the agent. By Lemma 4.2 and the

argument in Lemma A.4, there exists an information structure H ′ such that t(· |H ′, ē)
coincides with t(· |HFR, σ

∗) up to a constant, implementing ē. Since Proposition 3.2

applies under the assumptions of Proposition 4.1, the conclusion follows.

2. This part is a corollary of the following result. For any finite E, if there is an in-

formation structure H with mixed strategy equilibrium σ that is supported on two

adjacent effort levels ea and eb with ea < eb, then under full revelation there is a pure

equilibrium that generates weakly higher effort than eb. For this, the steps of the proof

of Proposition 3.2 are reproduced. When moving from t(· |H, σ) to t(· |HFR, σ), there

is a best response weakly higher than eb by Lemma A.2, called ec. Here it is used

that σ is supported on adjacent effort levels, as any pure strategy can be compared

to σ according to the MLRP. By supermodularity and Lemma 4.2, t(· |HFR, σ) can

be sustained under some H ′ up to a constant if the market’s conjecture is ec. Hence

the optimal information structure cannot induce mixing between two adjacent effort

levels.

3. With Q = {qL, qH}, define δ(H, σ) = t(qH |H, σ) − t(qL |H, σ). Starting out with

information structure H and equilibrium σ, it is the case that

δ(H, σ) ≤ δ(HFR, σ) ≤ δ(HFR, ē).

The first inequality is due to Lemma 3.4, and the second due to Lemma 4.2. By Lemma

3.5 there exists an information structure H ′ such that δ(H, σ) = δ(H ′, ē), so that under

H ′ one can sustain ē as an equilibrium.

A.3 Proofs for Section 5

Proof of Proposition 5.1 There are two cases to consider.

Explicit incentives are unaffected by the disclosure policy. For a given informa-

tion structure and market conjecture, after output realization q the agent can expect a wage

of

t̂(q |H, e, ŵ) = ŵ(q) + t(q |H, e),

which consists of wage contract ŵ(q) and the career-concerns term t(q |H, e). From this

point, one can verify that the steps in the proof of Proposition 3.2 still apply, so that full
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revelation maximizes effort.

Explicit incentives are affected by the disclosure policy. Define ξ(q, e) as

ξ(q, e) = ŵ(q) + E(θ | q, e).

As E(θ | q, e) is supermodular, so is ξ(q, e), and since ŵ(q) is nondecreasing in q, this is also

true for ξ(q, e). Replacing E(θ | q, e) with ξ(q, e) in the proof of Proposition 3.2, one can

reproduce the full revelation result.

Proof of Proposition 5.2 It is enough to show the result only for the case where the wage

can depend on q, even if it gets garbled. For if the wage has to depend on the signal, this

just induces an additional constraint on the principal when she deviates from full revelation.

Take any (H, w̃) that induces effort ẽ, and let we = E[w̃ | ẽ] ≥ 0 be the expected wage paid

to the agent. Consider contracts of the form that pay a wage of zero for all outputs, except

a wage r for the highest output qM . Denote any such contract wM(· | r) : Q→ R.

Let BR(H,w, e) be the agent’s best response under information structure H, wage con-

tract w and market conjecture e. By construction of wM(q |we/f(qM | ẽ)) and the limited

liability constraint w̃(q) ≥ 0, ∀j = 1, ...,M ,

j∑
i=1

w̃(qi)f(qi | ẽ) ≥
j∑
i=1

wM(qi |we/f(qM | ẽ))f(qi | ẽ),

with equality for j = M . In Lemma A.2, letting σ = ẽ and

t1(q) = wM(q |we/f(qM | ẽ)) + t(q |HFR, ẽ), t2(q) = w̃(q) + t(q |H, ẽ),

it follows that BR(HFR, wM(we/f(qM | ẽ)), ẽ) ≥ ẽ.

If BR(HFR, wM(0), ẽ) ≥ ẽ, then full revelation absent any wage payment induces some

effort ẽ′ ≥ ẽ.

If BR(HFR, wM(0), ẽ) < ẽ, it follows from the concavity of the agent’s objective that any

e ∈ [BR(HFR, wM(0), ẽ),BR(HFR, wM(we/f(qM | ẽ)), ẽ)]

can be made optimal by some contract wM(t) with t ∈ [0, we/f(qM | ẽ)]. So there exists

contract wM(t̃) that implements ẽ at cost f(qM | ẽ) · t̃ ≤ we. That the agent’s objective is

concave follows from the concavity of f(qM | e) and the decreasing returns to signal jamming

assumption.

Proof of Proposition 5.5 Suppose sθ is disclosed to the market, and its conjecture is ê(·).
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From an ex-ante perspective, the agent chooses strategy e(·) : Sθ → E to maximize

uD(e(·) | ê(·)) := E(q,sθ)[E(θ | q, sθ, ê(sθ)) | e(·)]− Esθ [c(e(sθ))]

= Eq[Esθ [E(θ | q, sθ, ê(sθ)) | q, e(·)] | e(·)]− Esθ [c(e(sθ))]

= Esθ{Eq[Es′θ [E(θ | q, s′θ, ê(s′θ)) | q, e(·)] | sθ, e(sθ)]− c(e(sθ))}.

If sθ is not disclosed, then under conjecture ê(sθ) his payoff is

uN(e(·) | ê(·)) := E(q,sθ)[E(θ | q, ê(·)) | e(·)]− Esθ [c(e(sθ))]

= Eq[Esθ [E(θ | q, sθ, ê(sθ)) | q, ê(·)] | e(·)]− Esθ [c(e(sθ))]

= Esθ{Eq[Es′θ [E(θ | q, s′θ, ê(s′θ)) | q, ê(·)] | sθ, e(sθ)]− c(e(sθ))}.

Now consider the following two cases.

Expected ability is nondecreasing in the ability estimate. Suppose ê(·) is an

equilibrium when sθ is disclosed to the market, and E(θ | q, sθ, ê(sθ)) is nondecreasing in sθ.

I claim that if sθ is not disclosed and the market conjecture is ê(·), then there exists a best

response ẽ(·) that satisfies ẽ(·) ≥ ê(·).
For any sθ and e ∈ E, define strategy ê(sθ,e)(·) that coincides with ê(·), except at sθ where

it prescribes e. Given any sθ, if e < ê(sθ) then

uN(ê(sθ,e)(·) | ê(·)) ≤ uD(ê(sθ,e)(·) | ê(·)) ≤ uD(ê(·) | ê(·)) = uN(ê(·) | ê(·)).

The first inequality follows from ê(sθ,e)(·) ≤ ê(·). As then, H(· | q, ê(sθ,e)(·)) dominates

H(· | q, ê(·)) according to FOSD, and remember that E(θ | q, sθ, ê(sθ)) is nondecreasing in

sθ. The second inequality follows from ê(·) being an equilibrium when the ability estimate

is disclosed. The equality follows from the definition of uD and uN .

That under no disclosure of the ability estimate there exists a best response ẽ(·) ≥ ê(·)
follows from the fact that uN can be written as uN(e(·) | ê(·)) =

∑
sθ
α(e(sθ) | ê(·)), which

will be referred to as the separability of uN(e(·) | ê(·)) in e(·).
Defining Ê = {e(·) ∈ E|Sθ| : e(·) ≥ ê(·)} one can apply Lemma A.1 to conclude that there

exists an equilibrium e∗(·) ≥ ê(·) if sθ is not disclosed to the market. For this, one needs to

show that there exists a monotone selection from the agent’s best response correspondence.

But given the separability of uN(e(·) | ê(·)) in e(·), the best response correspondence has a

product structure so that a maximal best response with respect to the partial order ≥ exists.

This maximal selection is monotone by the supermodularity of E(θ | q, e(·)) in q and e(·), as

follows from Lemma A.5.
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Expected ability is nonincreasing in the ability estimate. Start from a situation

where sθ is not disclosed to the market with equilibrium strategy ê(·). If now sθ is disclosed

to the market and it believes the agent plays according to ê(·), then for any sθ and e < ê(sθ),

uD(ê(sθ,e)(·) | ê(·)) ≤ uN(ê(sθ,e)(·) | ê(·)) ≤ uN(ê(·) | ê(·)) = uD(ê(·) | ê(·)).

This follows from an analogous argument as in the previous case. uD(e(·) | ê(·)) is separable

in e(·) in that it can be written as uD(e(·) | ê(·)) =
∑

sθ
α(e(sθ) | ê(sθ)), so the agent wants

to deviate upwards to some ẽ(·) ≥ ê(·). By the argument of Lemma A.5, there exists an

equilibrium e∗(·) ≥ ê(·) when sθ is disclosed to the market.

Proof of Proposition 5.7 Suppose the principal can condition the garbling of q on the

realization of sθ, that is she commits to H(· | q, sθ). If one can show that full revelation of q

is optimal for each sθ, this implies that it remains optimal in a more restricted environment

where the garbling of q has to be independent of sθ, that is she can only commit to H(· | q).
Given information structure H and market conjecture ê, the agent’s payoff can be written

as

Esθ

[∑
q

t(q |H, sθ, ê)f(q | sθ, e)− c(e)

]
,

which follows from sθ being an exogenous signal. From here, the argument of Lemma A.4

can be reproduced. Given conjecture ê, moving to full revelation after each sθ induces some

effort e′ ≥ ê as a straightforward extension of Lemma A.2 shows, and the maximal selection

from the best response correspondence is nondecreasing.
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